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Human Capital and Growth: 
Some Results for the OECD 1

1 Introduction
One of the most distinctive features 
of the “new” theories of growth has 
been the broadening of the relevant 
concept of capital. While traditional 
neoclassical models focused almost 
exclusively on the accumulation of 
physical capital (equipment and struc-
tures), more recent contributions 
have attributed increasing importance 
to the accumulation of human capital 
and productive knowledge and to the 
interaction between these two factors.

The empirical evidence, however, 
has not always been consistent with 
the new theoretical models. In the 
case of human capital, in particular, 
some recent studies have produced 
discouraging results. Educational 
variables are often not significant or 
even enter with the “wrong” sign in 
growth regressions, particularly when 
these are estimated using differenced 
specifications or panel techniques. 
The accumulation of negative results 
in the literature has generated a 
 growing skepticism about the role of 
schooling in the growth process and 
has even led some authors (see in par-
ticular Pritchett, 2001) to seriously 

consider the reasons why educational 
investment may not contribute to 
productivity growth.

An alternative hypothesis that has 
received considerable attention by re-
searchers in the area is that such nega-
tive results could be due, at least in 
part, to the poor quality of the school-
ing data that have been used in em-
pirical studies of the determinants of 
growth. This article summarizes the 
main results of a series of papers that 
provide evidence in support of this 
hypothesis (de la Fuente and Domé-
nech, 2000, 2001a, 2001b, 2002 and 
2006). The paper is organized as fol-
lows. Sections 2 and 3 briefly survey 
the theoretical and empirical litera-
ture on growth and human capital 
and review the main educational data 
sets that have been used in this litera-
ture. Section 4 presents a new school-
ing series for a sample of 21 OECD 
countries that makes use of previously 
unexploited information. Section 5 
discusses a series of indicators of the 
quality or information content of the 
existing schooling data sets that have 
been constructed using an extension 
of the technique proposed by Krueger 
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and Lindhal (2001). Different specifi-
cations of an aggregate production 
function are then estimated with each 
of these schooling series. Finally, the 
results of the last two exercises are 
used to correct the bias induced by 
measurement error. With this cor-
rection, the contribution of invest-
ment in human capital to productivity 
growth is positive and quite sizable.

2 Human Capital and 
 Growth: Theoretical 
 Framework and 
 Empirical Evidence
Theoretical models of human capital 
and growth are built around the hy-
pothesis that knowledge and skills 
embodied in humans directly raise 
productivity and increase an econo-
my’s ability to develop and to adopt 
new technologies. In order to explore 
its implications and open the way for 
its empirical testing, this basic hy-
pothesis is generally formalized in 
one of two (not mutually exclusive) 
ways. The simplest one involves in-
troducing the stock of human capital 
(which will be denoted by H through-H through-H
out this paper) as an additional input 
in an otherwise standard production 
function linking aggregate output to 
the stocks of productive inputs (gen-
erally employment and physical capi-
tal) and to an index of technical effi-
ciency or total factor productivity 
(TFP). The second possibility is to in-
clude H in the model as a determinant H in the model as a determinant H
of the rate of technological progress 
(that is, the rate of growth of TFP). 
This involves specifying a technical 
progress function that may include as 
additional arguments variables related 
to R&D investment and the gap be-
tween each country and the world 
technological frontier. 

In what follows, I will refer to the 
first of these links between human 
capital and productivity as level effects
(because the stock of human capital 
has a direct impact on the level of 
output) and to the second one as rate 
effects (because H affects the growth H affects the growth H
rate of output through TFP). Box 1 
develops a simple model of growth 
with human capital that formalizes 
the preceding discussion and incor-
porates both effects.

Some recent theoretical models 
also suggest that the accumulation of 
human capital may give rise to impor-
tant externalities that would justify 
corrective public interventions. The 
problem arises because some of the 
benefits of a more educated labor 
force will typically “leak out” and 
generate benefits that cannot be ap-
propriated in the form of higher earn-
ings by those who undertake the rel-
evant investment, thereby driving a 
wedge between the private and social 
returns to education. Lucas (1988), 
for example, suggests that the average 
stock of human capital at the econ-
omy-wide level increases productivity 
at the firm level holding the firm’s 
own stock of human capital constant. 
It is also commonly assumed that the 
rate effects of human capital on tech-
nical progress include a large exter-
nality component because it is diffi-
cult to appropriate privately the full 
economic value of new ideas. Azaria-
dis and Drazen (1990), and implicitly 
Lucas (1988) as well, stress that 
younger cohorts are likely to benefit 
from the knowledge and skills accu-
mulated by their elders, thus generat-
ing potentially important intergener-
ational externalities that operate both 
at home and in school. The literature 
also suggests that human capital can 
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generate more diffuse “civic” exter-
nalities, as an increase in the educa-
tional level of the population may help 
reduce crime rates or contribute to 
the development of more effective 
 institutions.

2.1 Empirical Evidence

Empirical studies of the productivity 
effects of human capital (or more 
broadly, of the determinants of eco-
nomic growth) have followed one of 
two alternative approaches. The first 
one involves the specification and 

 estimation of an ad-hoc equation re-
lating growth in total or per capita 
output to a set of variables that are 
thought to be relevant on the basis of 
informal theoretical considerations. 
The second approach is based on the 
estimation of a structural relation be-
tween the level of output or its growth 
rate and the relevant explanatory 
variables that is derived from an ex-
plicit theoretical model built around 
an aggregate production function 
and, possibly, a technical progress 
function of the type described in box 1.

Box 1

A Descriptive Model of Human Capital and Growth

This box develops a simple model of growth and human capital that has two components: 
an aggregate production function and a technical progress function. The production 
 function will be assumed to be of the Cobb-Douglas type:

(1) γit = Ait = Ait it KitKitK αkHkHk
itHitH αhLhLh

it
αl

where γit denotes the aggregate output of country it denotes the aggregate output of country it i at time t, Lit is the level of employ-it is the level of employ-it
ment, KitKitK  the stock of physical capital, it the stock of physical capital, it HitHitH  the average stock of human capital per worker, it the average stock of human capital per worker, it
and αγit an index of technical efficiency or total factor productivity (TFP) which summari-it an index of technical efficiency or total factor productivity (TFP) which summari-it
zes the current state of the technology and, possibly, omitted factors such as geographical 
location, climate, institutions and endowments of natural resources. The coefficients 
αi (with i (with i i = k, h, l) measure the elasticity of output with respect to the stocks of the diffe-i = k, h, l) measure the elasticity of output with respect to the stocks of the diffe-i = k, h, l
rent factors. An increase of 1% in the stock of human capital per worker, for instance, 
would increase output by αh%, holding constant the stocks of the other factors and the 
level of technical efficiency. 
 Under the standard assumption that (1) displays constant returns to scale in capital, 
labor and total human capital, LH, (i.e. that LH, (i.e. that LH αk + αl = 1) we can define a per capita pro-
duction function that will relate average productivity to average schooling and to the stock 
of capital per worker. Letting Q = Υ/LΥ/LΥ  denote output per worker, Z = K/L the stock of 
 capital per worker, and dividing both sides of (1) by total employment, L, we have:

(2) Q = AZαk(2) Q = AZαk(2) Q = AZ HαkHαk αhHαhH
The technical progress function describes the determinants of the growth rate of total 
factor productivity. I will assume that country i’s TFP level can be written in the form:

(3)Ait = Bit = Bit t  XitXitX
where Bt denotes the world “technological frontier” (i.e. the maximum attainable level of t denotes the world “technological frontier” (i.e. the maximum attainable level of t
efficiency in production given the current state of scientif ic and technological knowledge) 
and XitXitX  = Ait = Ait it  /Bt the “technological gap” between country t the “technological gap” between country t i and the world frontier. It will be 
assumed that Bt grows at a constant and exogenous rate, t grows at a constant and exogenous rate, t g, and that the growth rate of g, and that the growth rate of g
XitXitX  is given byit is given byit

(4) ∆xit = γit = γit io - λxit + γit + γit it  HitHitH
where xit is the log of it is the log of it XitXitX  and it and it γio a country fixed effect that helps control for omitted vari-
ables such as R&D investment. Notice that this specification incorporates a technological 
diffusion or catch-up effect. If λ > 0, countries that are closer to the technological frontier 
will experience lower rates of TFP growth. As a result, relative TFP levels will tend to 
 stabilize and their steady-state values will be partly determined by the level of schooling.
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This basic framework for the 
“structural” analysis of the determi-
nants of growth can give rise to a 
large number of empirical specifica-
tions. The production function can 
be estimated directly with the rele-
vant variables expressed in levels or 
in growth rates when reliable data are 
available for the stocks of all the rele-
vant production inputs. Alternatively, 
its parameters can be recovered from 
other specifications (convergence and 
steady state equations) that are designed 
for estimation when only data on in-
vestment flows (rather than factor 
stocks) are available. These specifica-
tions can be derived from production 
functions by replacing factor stocks 
or their growth rates by convenient 
approximations constructed using ob-
served investment rates.

A large number of empirical stud-
ies have analyzed the relationship be-
tween human capital and growth us-
ing the different specifications I have 
just outlined.2 The results have been 
mixed: while earlier studies on the 
subject generally produced positive 
results, the conclusions of a second 
group of more recent studies have 
been rather discouraging, as many of 
these studies failed to detect a signifi-
cant positive correlation between av-
erage schooling and the level of pro-
ductivity.3 The main difference be-
tween the two sets of studies has to 
do with the use of econometric tech-
niques that implicitly assign different 
weights to the cross-section and time-
series variation in the data. While the 
first group of studies relied on cross-

section data (working with a single 
observation per country that describes 
average behavior over a period of sev-
eral decades), studies in the second 
group have used several observations 
per country, taken over shorter peri-
ods, and have employed panel tech-
niques or differenced specifications 
that basically eliminate the cross-sec-
tion variation in the data before pro-
ceeding to the estimation.

Although the estimation tech-
niques used in the more recent stud-
ies have the important advantage that 
they control for unobservable differ-
ences across countries, they also have 
some disadvantages. Perhaps the main 
one is that they are more sensitive to 
measurement error in the data as er-
rors tend to be greater in the time-se-
ries than in the cross-section dimen-
sion because they tend to cancel out 
when we work with averages over 
long periods. This suggests, as I have 
already noted in the introduction, 
that a possible explanation of the neg-
ative results obtained in many recent 
studies has to do with the poor qual-
ity of the schooling data that have 
been used in the growth literature. 
As we will see in the next section, 
most of the international schooling 
databases contain large amounts of 
noise that can be traced back to vari-
ous inconsistencies of the primary 
data used to construct them. The ex-
istence of this noise induces a down-
ward bias in the estimation of the co-
efficients that measure the impact of 
human capital (that is, a tendency to 
underestimate their values) because it 

2 Section 3 of the Appendix of de la Fuente and Ciccone (2002) contains a detailed survey of this literature.
3 See in particular Landau (1983), Baumol et al. (1989), Barro (1991) and Mankiw, Romer and Weil (1992) 

within the first group of studies and Kyriacou (1991), Knight et al. (1993), Benhabib and Spiegel (1994), 
Pritchett (1999), Islam (1995) and Caselli et al. (1996) within the second.



 ◊ 75

Angel de la Fuente

generates spurious variability in the 
stock of human capital that is not 
matched by proportional changes in 
the level of productivity.

3 International Schooling 
 Data Bases: a Brief Survey 
 and Some Problems
Most governments gather informa-
tion on a number of educational indi-
cators through population censuses, 
labor force surveys and specialized 
studies and surveys. Various interna-
tional organizations collect these data 
and compile comparative statistics 
that provide easily accessible and 
(supposedly) homogeneous informa-
tion for a large number of countries. 
The most comprehensive regular 
source of international educational 
statistics is UNESCO’s Statistical 
Yearbook. This publication provides 
reasonably complete yearly time se-
ries on school enrollment rates by 
level of education for most countries 
in the world and contains some data 
on the educational attainment of the 
adult population, government expen-
ditures on education, teacher/pupil 
ratios and other variables of interest.4

The UNESCO’s enrollment series 
have been used in a large number of 
empirical studies of the link between 
education and productivity. In many 
cases this choice reflects the easy 
availability and broad coverage of 
these data rather than their theoreti-
cal suitability for the purpose of the 
study. Enrollment rates can probably 
be considered an acceptable, although 

imperfect, proxy for the flow of edu-
cational investment. On the other 
hand, this variable is not necessarily a 
good indicator of the existing stock of 
human capital since average educa-
tional attainment (which is often the 
more interesting variable from a the-
oretical point of view) responds to 
 investment flows only gradually and 
with a very considerable lag.

In an attempt to remedy these 
shortcomings, a number of research-
ers have constructed data sets that 
 attempt to measure directly the edu-
cational stock embodied in the popu-
lation or labor force of large samples 
of countries during a period of sev-
eral decades. These data sets have 
generally been constructed by com-
bining the available data on attain-
ment levels with the UNESCO en-
rollment figures to obtain series of 
average years of schooling and the 
 educational composition of the popu-
lation or labor force. The best known 
attempts in this line are the work of 
Kyriacou (1991), the different ver-
sions of the Barro and Lee data set 
(1993, 1996, 2000) and the series 
constructed by World Bank research-
ers (Lau, Jamison and Louat (1991), 
Lau, Bhalla and Louat (1991) and 
Nehru, Swanson and Dubey, 1995).

In de la Fuente and Doménech 
(2000 and 2002) we briefly review 
the methodology used in these stud-
ies and compare the different data 
sets with each other, focusing in par-
ticular on the OECD, where the 
quality of the available information 

4 Other useful sources include the UN’s Demographic Yearbook, which also reports educational attainment levels 
by age group and, in recent years, the OECD’s Annual Report on education in its member countries (Education 
at a Glance), which contains a great deal of information about the inputs and outputs of the educational 
 system.
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should in principle be better than in 
developing countries. The analysis of 
the different series reveals very sig-
nificant discrepancies among them in 
terms of the relative positions of many 
countries and implausible estimates 
or time profiles for at least some of 
them. Although the various studies 
generally coincide when comparisons 
are made across broad regions (e.g. 
the OECD versus LDCs – least devel-
opd countries – in various geographi-
cal areas), the discrepancies are very 
important when we focus on the 
group of industrialized economies. 
Another cause for concern is that ex-
isting estimates often display ex-
tremely large changes in attainment 
levels over periods as short as five 
years (particularly at the secondary 
and tertiary levels).

To a large extent, these problems 
have their origin in the deficiencies 
of the underlying primary data. As 
 Behraman and Rosenzweig (1994) 
have noted, there are good reasons to 
worry about the accuracy and consis-
tency of UNESCO’s data on both at-
tainment levels and enrollment rates. 
Our analysis of the different school-
ing data sets confirms this diagnostic 
and suggests that many of the prob-
lems detected in these data can be 
traced back to shortcomings of the 
primary statistics, which do not seem 
to be consistent, across countries or 
over time, in their treatment of voca-
tional and technical training and 

other courses of study, and reflect at 
times the number of people who have 
started a certain level of education 
and, at others, those who have com-
pleted it. 

4 A New Schooling Series 
 for a Sample of Industrial 
 Countries
Concerns about poor data quality and 
its implications for empirical esti-
mates of the growth effects of human 
capital have motivated some recent 
studies that attempt to improve the 
signal to noise ratio in the schooling 
series by exploiting additional sources 
of information and introducing vari-
ous corrections. This section summa-
rizes the results of one of these stud-
ies (de la Fuente and Doménech, 
2001b)5 that constructs new school-
ing series for a sample of 21 OECD 
countries.6

To construct these series we first 
collected all the information we could 
find on the distribution of the adult 
population by educational level in 
OECD countries. We used both in-
ternational publications and national 
sources (census reports and surveys, 
statistical yearbooks and unpublished 
data supplied by national governments 
and by the OECD). Next, we tried to 
reconstruct a plausible time profile of 
attainment in each country, using all 
the available data and a bit of common 
sense. For those countries for which 
reasonably complete series are avail-

5 This study extends and updates the series constructed in de la Fuente and Doménech (2000) for the same sample. 
Among other improvements, the revised series incorporate unpublished information supplied by the OECD 
and the national statistical institutes of about a dozen member states in response to a petition for assistance 
that was channeled through the Statistics and Indicators Division of the OECD.

6 A closely related paper, both in terms of its objectives and its methodology, is Cohen and Soto (2001). These 
authors construct a schooling data set for a much larger sample of countries using census and survey data from 
UNESCO, the OECD’s in-house educational data base, and the websites of national statistical agencies, 
together with enrolment rates from UNESCO and other sources.
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able, we have relied primarily on na-
tional sources. For the rest, we start 
from the most plausible set of attain-
ment estimates available around 1990 
or 1995 (taken generally from OECD 
sources) and proceed backwards, try-
ing to avoid unreasonable jumps in 
the series that can only reflect changes 
in classification criteria. In some 
cases, the construction of the series 
involved subjective judgments to 
choose among alternative census or 
survey estimates when several are 
available. At times, we have also rein-

terpreted some of the data from in-
ternational compilations as referring 
to somewhat broader or narrower 
schooling categories than the re-
ported one.7 Missing data points lying 
between available census observations 
are filled in by simple linear inter-
polation. Missing observations prior 
to the first census observation are 
 estimated, whenever possible, by 
backward extrapolations that make 
use of census information on attain-
ment levels disaggregated by age 
group.

7 Clearly, the construction of our series involves a fair amount of guesswork. Our “methodology” looks decidedly 
less scientific than the apparently more systematic estimation procedures used by other authors starting from 
supposedly homogeneous data. However, even a cursory examination of the data shows that there is no such 
homogeneity. Hence, we have found it preferable to rely on judgment to try to piece together the available 
 information in a coherent manner than to take for granted the accuracy of the primary data. The results do look 
more plausible than most existing series, at least in terms of their time profile and, as I will show below, perform 
rather well in terms of a statistical indicator of data quality.

Table 1

Availability of Primary Data

Secondary attainment University attainment

direct/total 
observation

first 
observation

last 
observation

direct/total 
observation

first 
observation

last 
observation

U.S.A. 24/24 1960 1995 24/24 1960 1995
Netherlands 12/24 1960 1995 12/24 1960 1995
Italy 15/24 1961 1999 5/8 1960 1998
Belgium 13/24 1961 1995 12/24 1960 1995
Spain 12/21 1960 1991 12/21 1960 1991
Greece 15/24 1961 1995 15/24 1961 1997
Portugal 12/21 1960 1991 8/21 1960 1991
France 12/21 1960 1989 12/21 1960 1990
Ireland 15/24 1961 1998 11/24 1961 1998
Sweden 9/24 1960 1995 9/24 1960 1995
Norway 15/24 1960 1998 9/24 1960 1998
Denmark 9/24 1973 1994 12/24 1973 1994
Finland 16/24 1960 1995 21/24 1970 1995
Japan Japan 8/21 1960 1990 12/21 1960 1990
New Zealand 10/24 1965 1998 10/24 1965 1998
U.K. 6/21 1960 1993 10/21 1960 1991
Switzerland 15/24 1960 1995 15/24 1960 1995
Austria 11/24 1961 1995 7/24 1961 1995
Australia 11/24 1965 1997 11/24 1966 1997
West Germany 11/24 1970 1995 17/24 1961 1995
United Germany 6/6 1991 1995 6/6 1991 1995
Canada 15/24 1961 1996 21/24 1960 1996

Source: OECD, national sources.
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Data availability varies widely 
across countries. Table 1 shows the 
fraction of the reported data points 
that are correspond to “direct obser-
vations” (taken from census or survey 
reports) and the earliest and latest 
such observations available for sec-
ondary and higher attainment levels. 
The number of possible observations 
is typically either 21 or 24 for each 
level of schooling depending on 
whether the series ends in 1990 or 
1995 (two sublevels and a total times 
seven or eight quinquennial observa-
tions). In the case of Italy, there seem 
to be no short higher education 
courses, so the number of possible 
observations at the university level 
drops to eight. 

As can be seen in the table, for 
most of the countries in the sample 
we have enough primary information 
to reconstruct reasonable attainment 

series covering the whole sample pe-
riod. The more problematic cases are 
higlighted using bold characters. In 
the case of Italy, the main problem is 
that much of the available informa-
tion refers to the population over six 
years of age. For Denmark and Ger-
many (at the secondary level), the 
earliest available direct observation 
refers to 1970 or later. In these two 
cases, we have projected attainment 
rates backward to 1960 using the 
 attainment growth rates reported in 
OECD (1974), but we are unsure of 
the reliability of this extrapolation. 

After estimating the breakdown 
of the adult population by educational 
level, we have calculated the average 
number of years of schooling taking 
into account the theoretical duration 
of the different school cycles in each 
country. The results are summarized 
in table 2. The last row of the table 

Table 2

Average Years of Schooling of the Adult Population

Sample average = 100 in each year

1960 1965 1970 1975 1980 1985 1990

West GermanyWest Germany 118.5 120.1 121.6 121.7 121.7 122.1 121.7
Australia 117.7 120.6 122.6 124.0 125.7 124.2 121.1
Canada 124.1 123.5 123.2 123.1 122.9 121.2 119.7
U.S.A. 126.3 126.1 125.4 124.5 123.1 121.0 119.1
Switzerland 124.8 124.2 123.6 120.5 117.8 116.1 114.9
New Zealand 125.1 123.4 121.7 119.6 117.5 115.4 113.8
Denmark 129.0 125.9 123.0 119.8 116.9 113.7 110.2
Austria 107.7 105.4 103.5 103.2 104.1 105.9 106.3
Japan 103.1 103.3 103.5 104.8 105.6 105.5 105.6
Norway 115.8 113.6 111.6 108.9 107.1 106.1 104.4
Finland 91.5 94.5 96.8 98.6 100.7 102.0 103.1
Netherlands 97.0 97.6 98.1 99.0 100.1 101.4 102.9
Sweden 96.2 95.5 95.0 96.1 97.2 98.4 99.8
U.K. 102.5 101.7 100.8 99.9 99.0 98.8 98.9
France 97.3 98.6 100.2 101.3 99.9 98.9 98.2
Belgium 92.5 93.3 94.1 94.4 94.8 94.7 94.7
Ireland 88.0 86.8 86.9 86.5 86.0 87.0 88.4
Italy 64.7 66.7 68.6 69.6 70.7 73.1 75.6
Greece 66.5 67.5 68.5 70.1 71.8 73.1 74.3
Spain 59.5 58.5 57.5 58.5 59.5 62.8 66.7
Portugal 52.3 53.2 54.0 56.0 58.0 59.0 60.2

Average (in years) 8.36 8.69 9.02 9.45 9.87 10.28 10.64

Source: Author’s calculations.
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shows the (unweighted) average years 
of schooling for the entire sample. 
This variable increases by 27.3% be-
tween 1960 and 1990 as a result of 
the important improvement in the 
educational level of the younger co-
horts observed in practically all coun-
tries. The rest of the rows show the 
position of the different countries rel-
ative to the sample average in each 
period, which is normalized to 100, 
with the countries arranged in de-
creasing order by school attainment 
in 1990.

5 Attenuation Bias and a 
 Quality Indicator for the 
 Most Commonly Used 
 Schooling Series
Measurement error generates a ten-
dency to underestimate the impact of 
human capital on productivity. Box 2 
discusses the origin of this attenuation 
bias and describes a technique that 
can be used to construct an indicator 
of the quality of different series that 
measure with error a common under-
lying variable. Intuitively, the bias 
arises because measurement error in-
troduces “noise” that tends to hide the 
relationship between the variables of 
interest. The quality indicator, known 
as the reliability ratio, measures the 
importance of such noise relative to 
the true signal contained in each of 
the series and is constructed on the 
basis of an analysis of the capacity of 
each series to explain the behaviour 
of the rest. This ratio is very useful, 
first because it provides an indicator 
of the informational content of each 
series, and second because the error 
in the estimation will be inversely 
proportional to its value. As a result, 
the reliability ratio can be used to 
correct the attenuation bias so as to 

obtain consistent estimators of the 
parameter of interest (i.e. estimators 
that are not biased in large samples).

In de la Fuente and Doménech 
(2002 and 2006) we use the proce-
dure described in box 2 to construct 
an indicator of the information con-
tent of the series of years of schooling 
most commonly used in the growth 
literature, restricting ourselves to the 
sample of 21 OECD countries cov-
ered by the data set described in the 
previous section. This indicator is 
constructed for several transforma-
tions of the series of average years of 
schooling after removing period 
means from all the series so as to 
eliminate fixed time effects. In par-
ticular, we estimate reliability ratios 
for years of schooling measured in 
levels (Sit) and in logs (it) and in logs (it s) and in logs (s) and in logs ( it), for average it), for average it

annual changes in both levels and logs 
measured across successive quinquen-
nial observations (∆Snial observations (∆Snial observations ( it and it and it ∆sit), and it), and it

for log years of schooling measured in 
deviations from their country means 
(s(s( it – it – it si). Notice that ∆sit corresponds it corresponds it

to annual growth rates and sit – it – it si is 
the “within” transformation often 
used to remove fixed effects. 

The results are shown in table 3 
with the different data sets arranged 
by decreasing average reliability ra-
tios. The last row of the table shows 
the average value of the reliability ra-
tio for each type of data transforma-
tion (taken across data sets), and the 
last column displays the average reli-
ability ratio of each data set (taken 
across transformations). Our mean 
estimate of the reliability ratio for all 
the series and transformations is 
0.335. Since this variable must lie 
 between zero and one (with zero 
 indicating that the series contains 
only noise and one that it is measured 
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Box 2

Attenuation Bias and the Reliability Ratio

The origin of the attenuation bias is the following one. Assume that the level of producti-
vity, Q, is a linear function of the stock of human capital, H, given by H, given by H
 (1) Q = bH + u
where u is a random disturbance. Given this relationship, variations in the stock of human 
capital, H, will induce changes in H, will induce changes in H Q, and the relative magnitude of the variations in these 
two variables will allow us to estimate the value of the coefficient b. Now, if H is measured H is measured H
with error, that is, if what we observe is not H itself but a noisy proxy for it, H itself but a noisy proxy for it, H P = H + ε, 
where ε is a random measurement error, then part of the apparent variation in the stock 
of human capital (over time and across countries) will be due to measurement error – that 
is, it will be noise rather than true signal. Since such variations logically do not induce any 
response in Q, this variable will appear to be less sensible to H than it really is, thereby H than it really is, thereby H
biasing toward zero the estimated value of b. 
 The size of the bias will be inversely related to the information content of the series, 
as measured by its reliability ratio, r. This variable is defined as the ratio between the r. This variable is defined as the ratio between the r
 signal and the sum of signal and noise contained in the data, that is,

(2) r ≡ var H_____
var P = var H__________

var H + var ε
where var H measures the signal contained in the series and var var H measures the signal contained in the series and var var H ε the noise that distorts 
it.1

 When several noisy proxies are available for a given variable, their respective reliabi-
lity ratios can be estimated using a procedure proposed by Krueger and Lindhal (2001). 
Let P1P1P  = H + ε1 and P2 and P2 and P = H + ε2 be two alternative proxies for the stock of human capital, 
H. It is easy to check that if the error terms of the two series, H. It is easy to check that if the error terms of the two series, H ε1 and ε2, are not correlated 
with each other, then the covariance between P1P1P  and P2P2P  can be used to estimate the 
 variance of H, which is the only unknown magnitude in equation (2). It follows that, under H, which is the only unknown magnitude in equation (2). It follows that, under H
this assumption, r1 can be estimated as

(3) r̂1
= 

cov (Pcov (Pcov ( 1 , P2P2P  )_________
var P1 

            

which turns out to be the formula for the OLS estimator of the slope coefficient of a 
 regression of P2P2P  on P1P1P . Hence, to estimate the reliability of P1P1P  we run a regression of the 
form P2P2P  = c + r1P1P1P .2 Notice, however, that if the measurement errors of the two series are 
positively correlated (Eε1 ε2 > 0)0)0  as may be expected in many cases,  ̂r1

 will overestimate 
the reliability ratio and hence understate the extent of the attenuation bias induced by 

1
the reliability ratio and hence understate the extent of the attenuation bias induced by 

1

measurement error.
 In de la Fuente and Doménech (2002) we develop an extension of this procedure that 
can be used to construct a minimum-variance estimator of the reliability ratio whenever 
more than two noisy proxies are available for the same underlying variable, under the 
maintained assumption that measurement errors are uncorrelated across data sets. As in 
Krueger and Lindahl, the reliability ratio rk of a given series of average years of schooling k of a given series of average years of schooling k
(say Sk Sk S ) is estimated by using k ) is estimated by using k SkSkS  to try to explain alternative estimates of the same vari-k to try to explain alternative estimates of the same vari-k
able (Sable (Sable ( jSjS  with j ≠ k). The main difference is that, rather than running a set of independent j ≠ k). The main difference is that, rather than running a set of independent j ≠ k
pairwise regressions with different data sets, the efficient estimator of the reliability ratio 
for data set j can be obtained as the slope coefficient of a restricted SUR model of the j can be obtained as the slope coefficient of a restricted SUR model of the j
form
 (4) Pk (4) Pk (4) P  = ck = ck k + rk + rk j + rj + r  Pj Pj j Pj P  + uj + uj k   k   k for  k = 1..., Kfor  k = 1..., Kfor

1 Notice that the denominator of the last expression given in (2) implicitly assumes that the measurement error
 term, ε, is not correlated with H.H.H
2 Intuitively, regressing P2P2P  on P1P1P  gives us an idea of how well P1P1P  explains the true variable H because measurementH because measurementH
 error in the dependent variable (P error in the dependent variable (P error in the dependent variable ( 2P2P  in this case) will be absorved by the disturbance without generating any 
 biases. Hence, it is almost as if we were regressing the true variable on P1P1P  .
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without error)8 this result suggests 
that the average estimate of the coef-
ficient of schooling in a growth equa-
tion is likely to suffer from a substan-
tial downward bias, even without 
taking into account the further loss of 
signal that arises when additional re-
gressors are included in these equa-
tions (see de la Fuente and Domé-
nech, 2006). The bias will be smaller 
when the data are used in levels or 
logs, but is likely to be very large in 
fixed effects or differenced specifica-
tions. The average reliability ratio is 
only 0.254 for the data in quinquen-
nial log differences, and 0.090 for 
level differences taken at the same 
frequency.

Our results indicate that the im-
portance of measurement error var-
ies significantly across data sets, al-
though their precise ranking depends 
on the data transformation that is 
chosen. Two of the datasets most 
widely used in cross-country empiri-
cal work, those by Kyriacou (1991) 
and Barro and Lee (various years), 
perform relatively well when the data 
are used in levels but, as Krueger and 
Lindhal (2001) note, contain very 
 little signal when the data are differ-
enced. Recent efforts to increase the 
signal content of the schooling data 
seem to have been at least partially 
successful, although the attenuation 
bias continues to be potentially large 

where k denotes the “reference” data set and varies over the last available version of all k denotes the “reference” data set and varies over the last available version of all k
data sets different from j. The reliability ratio of Barro and Lee’s (2000) data set, for 
 instance, is estimated by using these authors’ estimate of average years of schooling as 
the explanatory variable in a set of regressions where the reference (dependent) variables 
are the average years of schooling estimated by Kyriacou (1991), Nehru et al. (1995), 
 Cohen and Soto (2001) and ourselves. Other versions of the Barro and Lee data set, 
however, are not used as a reference because the correlation of measurement errors 
across the same family of schooling series is almost certainly very high and this will 
 artif icially inflate the estimated reliability ratio.

Table 3

SUR Estimates of Reliability Ratios, OECD Sample

Sample average = 100 in each year

SitSitS sit ∆Sit∆Sit∆S ∆sit sit-si ∆sit-∆si Average

D&D (2002) 0.754 0.775 0.337 0.769 0.917 0.246 0.633
C&S (2001) 0.806 0.912 0.330 0.467 0.547 0.185 0.541
D&D (2000) 0.720 0.761 0.100 0.550 0.818 0.074 0.504
Kyr. (1991) 0.723 0.600 0.024 0.065 0.111 0.026 0.258
B&L (2000) 0.707 0.603 –0.018 0.045 0.178 –0.016 0.250
B&L (1996) 0.559 0.516 –0.017 0.039 0.146 –0.007 0.206
B&L (1993) 0.526 0.436 –0.019 0.029 0.121 –0.017 0.179
NSD (1995) 0.278 0.330 –0.021 0.066 0.095 –0.115 0.106
Average 0.634 0.617 0.090 0.254 0.367 0.047 0.335

Notes:  All series are measured in deviations from their respective sample means in each period prior to estimation. 
Key: D&D = de la Fuente and Doménech; C&S = Cohen and Soto; Kyr = Kyriacou; B&L = Barro and Lee; NSD = Nehru, Swanson and Dubey.

8 This is true as long as the measurement error terms of the different series are uncorrelated with each other and 
with H. As can be seen in table 3, some of our estimates of the reliability ratio lie outside this interval, which 
implies some violation of this assumption. In de la Fuente and Doménech (2002) we construct alternative 
 estimates of reliability ratios under more general assumptions and find that the required corrections do not 
qualitatively change the results.
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even in these cases. Taking as a refer-
ence the average reliability ratio for 
the (1996) version of the Barro and 
Lee data set (0.206), the latest revi-
sion of these series by the same au-
thors has increased their information 
content by 21%, while the estimates 
reported in Cohen and Soto (2001) 
and in de la Fuente and Doménech  
(2001) raise the estimated reliability 
ratio by 162% and 207% respec-
tively. 

6 Data Quality and Estimates 
 of the Growth Effects of 
 Human Capital
As we have seen in the previous sec-
tion, the expected value of the atten-
uation bias is a decreasing function of 
the reliability ratio of the series used 
in the estimation. This suggests that 
the estimated value of the coefficient 
of human capital in a growth regres-
sion should increase with the quality 
of the schooling data. In de la Fuente 
and Doménech (2006) we show that 
this is indeed the case. We estimate 
various specifications of an aggregate 
production function using the differ-
ent schooling series analyzed in the 
previous section as alternative prox-
ies for the stock of human capital. We 
find that both the size and the signifi-
cance of the coefficient of schooling 
increase as expected with the reliabil-
ity ratio. Finally, we exploit this cor-
relation to construct a set of “meta-
estimates” of the parameter of inter-

est that correct for measurement er-
ror bias.9

6.1 Results with Different 
  Schooling Series

The equations we estimate are de-
rived from a Cobb-Douglas aggregate 
production function with constant 
returns to scale that includes as inputs 
the stock of physical capital, the level 
of employment and the average level 
of education of the adult population. 
This equation is estimated in levels 
(with the variables measured in loga-
rithms), in levels with fixed country 
effects and in first differences. We 
also estimate a fourth specification in 
differences that includes fixed coun-
try effects and incorporates a process 
of technological diffusion or catch-
up. In this specification, the rate of 
growth of TFP is directly propor-
tional to the technological distance 
between each country and the U.S.A., 
and the fixed country effects capture 
permanent differences in TFP levels 
that will presumably reflect differ-
ences in R&D expenditure and other 
omitted variables.10

These specifications are estimated 
using quinquennial data for our usual 
OECD sample that cover the period 
1960–1990. All equations include 
fixed period effects (dummy variables 
for the different sample subperiods). 
The estimates of the coefficient that 
measures the elasticity of output with 
respect to the level of schooling (αs) 

9 A meta-estimate is an estimate that is not obtained directly from the data but is constructed using other 
 primary estimates.

10 All specifications are derived from equation (2) in box 1 using average years of schooling (SAll specifications are derived from equation (2) in box 1 using average years of schooling (SAll specifications are derived from equation (2) in box 1 using average years of schooling ( ) as a proxy for S) as a proxy for S
the stock of human capital (Hthe stock of human capital (Hthe stock of human capital ( ). The last specification also incorporates a technical progress function similar H). The last specification also incorporates a technical progress function similar H
to equation (5) in the same box, except in that the stock of human capital is omitted. Hence, the estimated 
model does not allow for rate effects. We have tried to incorporate them but the results are not satisfactory. This 
problem arises frequently in the literature. See de la Fuente and Ciccone (2002) for a discussion of the reasons 
why it may be difficult to separate the rate and level effects of human capital. 
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obtained with the different specifica-
tions and schooling series are shown 
in Table 4. The last two rows of the 
table show average coefficient values 
and t ratios for each data set computed t ratios for each data set computed t
across the different specifications, 
and the last column reports the aver-
age values of αs and the correspond-
ing t statistic computed across data t statistic computed across data t
sets for each specification.

The pattern of results that emerges 
as we change the source of the human 
capital data is consistent with our 
 hypothesis about the importance of 
educational data quality for growth 
estimates. For all the data sets, the 
estimated value of αs is positive and 
significant in the specification in lev-
els without fixed country effects (first 
set of rows in the table), but the size 
and significance of the estimates in-
creases appreciably as we move to the 
data sets with higher reliability ratios 
(that correspond to the last columns 
of the table). The differences are even 
sharper when the estimation is re-
peated with fixed country effects 
(second set of rows) or with the data 
in growth rates with or without a 
catch-up effect (third and fourth 
blocks). The results obtained with the 
Kyriacou, Barro and Lee and Nehru 

et al. data in growth rates are consis-
tent with those reported by Kyriacou 
(1991), Benhabib and Spiegel (1994) 
and Pritchett (1999), who find insig-
nificant (and sometimes negative) 
 coefficients for human capital in an 
aggregate production function esti-
mated with differenced data. On the 
other hand, our series and those of 
Cohen and Soto produce rather large 
and precise estimates of the human 
capital coefficient in most equations 
and, in the case of our preferred 
catch-up specification, yield plausible 
values of the remaining parameters of 
the model as well, with estimates of 
αk close to the share of physical capital 
in national income and positive diffu-
sion coefficients.

6.2 Correcting for Measurement
  Error Bias

The results summarized in table 4 
strongly suggest that measurement 
error induces a large downward bias 
in human capital coefficients. They 
also show that improvements in data 
quality reduce this bias and generate 
results that are generally more favour-
able to the view that investment in 
schooling contributes substantially to 
productivity growth. To make this 

Table 4

Alternative Estimates of the Human Capital Coefficient (αs) – Using
Different Specifications and Schooling Series

NSD KYR B&L
(1993)

B&L
(1996)

B&L
(2000)

C&S D&D
(2000)

D&D
(2002)

Average

Levels 0.078 0.186 0.141 0.165 0.238 0.397 0.407 0.378 0.249
(2.02) (2.18) (4.49) (4.82) (6.19) (7.98) (7.76) (6.92) (5.30)

Fixed effects 0.068 0.066 0.136 0.115 0.203 0.608 0.627 0.958 0.348
(0.76) (1.86) (3.30) (1.80) (3.74) (4.49) (3.99) (6.51) (3.31)

Differences 0.079 0.009 0.089 0.083 0.079 0.525 0.520 0.744 0.266
(0.70) (0.15) (2.52) (1.47) (1.28) (2.57) (2.17) (3.10) (1.75)

Catch-up – 0.206 0.014 0.056 –0.007 –0.019 0.573 0.587 0.540 0.192
(1.61) (0.29) (1.80) (0.11) (0.31) (3.52) (3.47) (2.89) (1.24)

Average 0.005 0.069 0.106 0.089 0.125 0.526 0.535 0.655
(0.47) (1.12) (3.03) (2.00) (2.73) (4.64) (4.35) (4.86)

Key: See table 3.
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point visually, the chart plots the var-
ious estimates of αs given in table 4 
against the corresponding SUR reli-
ability ratios (taken from table 3), 
along with the regression lines that 
summarize the relationship between 
these two variables for each of the 
specifications estimated in the previ-
ous section. The scatter shows a clear 
positive correlation between OLS es-
timates and reliability ratios within 
each specification and suggests that 
the true value of αs is at least 0.50 
(which is the prediction of the levels 
equation for r = 1). 

A the chart suggests, it is possible 
to extrapolate the relationship be-
tween the reliability ratio and the es-
timated human capital coefficient that 
is observed across data sets to esti-
mate the value of αs that would be ob-
tained in the absence of measurement 
error. In this manner, it is possible to 
construct meta-estimates of this pa-
rameter that will be free of attenua-
tion bias, although this has to be done 
a bit more carefully than the chart 
suggests when the growth equation 

includes additional regressors. In de la 
Fuente and Doménech (2002) we use 
a procedure of this type to obtain 
consistent meta-estimates of αs. Work-
ing with the three linear specifica-
tions estimated above (that is, with 
all of them except for the catch-up 
model) and with different assump-
tions about the nature of measure-
ment error (and in particular about 
its correlation across data sets and 
with the remaining explanatory vari-
ables in the model), we obtain nine 
different estimates of αs that range 
from 0.587 to 2.606 with an average 
value of 1.11.

These values are significantly higher 
than those obtained in the previous 
literature. The smallest of them is 
roughly twice as large as Mankiw, 
Romer and Weil’s (1992) estimate of 
1/3, which could probably have been 
considered a consensus value for this 
parameter in the early 1990s and 
came then to be seen as too optimis-
tic in the light of negative results in 
the literature. Our estimates, by con-
trast, point to a considerably higher 

Estimated αs vs. SUR Reliability Ratio

Source:  Source:  Source: Author’s calculationsAuthor’s calculationsAuthor’ .

Chart 1
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figure and suggest that investment in 
human capital is an important growth 
factor whose effects have been under-
estimated in previous studies as a re-
sult of the poor quality of schooling 
data.

7 Conclusion
Existing data on educational attain-
ment contain a considerable amount 
of noise that reflects various deficien-
cies of the primary data. In an at-
tempt to increase the signal-to-noise 
ratio in these data, we have con-
structed new schooling series for a 
sample of OECD countries using pre-
viously unexploited information and 
an ad-hoc procedure that attempts to 
minimize the error generated by 
changes in classification criteria. We 
have also constructed a statistical 
measure of the information content 
of the schooling data sets used in the 
growth literature. This indicator sup-
ports our view that the amount of 
measurement error in these data is 
rather large, and suggests that both 
our attainment series and those con-
structed by Cohen and Soto (2001) 
constitute a significant improvement 
over earlier sources. 

The studies summarized in this 
paper were originally motivated by 
the view that weak data is likely to be 
one of the main reasons for the dis-
couraging results obtained in the em-
pirical literature on human capital 

and growth. Our results clearly sup-
port this hypothesis, as does recent 
work by Krueger and Lindhal (2001) 
and Cohen and Soto (2001), and sug-
gest that the contribution of invest-
ment in education to productivity 
growth is sizable. Unlike several older 
data sets, our revised series produce 
positive and theoretically plausible 
results using a variety of growth spec-
ifications. More importantly, our 
analysis of the performance of differ-
ent schooling data sets in a variety of 
production function specifications 
shows a clear tendency for human 
capital coeffi-
cients to rise 
and become 
more precise 
as the infor-
mation con-
tent of the 
schooling data 
increases. We 
have extrapo-
lated this relationship to construct 
 estimates of the value of the coeffi-
cient that would be obtained with the 
correctly measured stock of human 
capital. The exercise suggests that 
the true value of the elasticity of 
 output with respect to the stock of 
 human capital is almost certainly 
above 0.50, that is, at least 50% 
higher than the most optimistic 
 estimate of reference in the previous 
literature. õ
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