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1 Introduction

Prior to the creation of the Economic and Monetary Union (EMU), much research was devoted to the question of possible heterogeneity of responses to monetary shocks in the prospective member countries. The question was motivated by significant differences in some structural characteristics of the EMU economies and their possible implications for monetary transmission. If responses to monetary shocks are significantly heterogeneous, and the reasons of this heterogeneity do not disappear in the monetary union, conducting common monetary policy will be politically difficult (Dornbusch et al., 1998): The burden of disinflation will fall disproportionately on some countries, while other will have to accept higher than average inflation.¹

Examples of papers discussing the impact of structural characteristics of the European economies on their monetary transmission are

¹This problem is independent from the long debated question of whether current and potential future EMU member countries constitute an optimal currency area.
Dornbusch et al. (1998), Guiso et al. (1999), Mihov (2001), Ehrmann et al. (2003). These papers first look for indicators of interest sensitivity of output, size, health and structure of the banking sector, stock market capitalization and other, and relate them, by theoretical reasoning, to the strength of monetary transmission. The results of this type of analysis are often ambiguous, as different characteristics sometimes have conflicting implications, and their relative quantitative importance is unclear. The ultimate judgment has to come from macroeconomic data, usually analyzed with a Structural VAR technique. Papers in this line of research naturally fall into two categories: those that find significant and interpretable differences among the examined countries, and those that don’t. Examples of the first group are Mihov (2001) and Ramaswamy and Slok (1998). Kieler and Saarenheimo (1998) and Ehrmann et al. (2003)/Mojon and Peersman (2001), among others, find that whatever asymmetries in monetary transmission might exist among EU countries, they are not strong enough to be robustly detected in the available data.

Now research along similar lines is being extended to the New Member States (NMS) from the Central and Eastern Europe, which joined the European Union in 2004, and which are legally obliged to adopt the euro some time afterwards. Examples are Anzuini and Levy (2004), Elbourne and de Haan (2005) and Creel and Levasseur (2005). Ganev et al. (2002) and Coricelli et al. (2005) contain surveys of this literature. Most authors agree that, mainly because of the small size of the financial markets, monetary policy in transition countries should have little effect, although its effectiveness is likely to be increasing with time, as the market economies in the region become more mature. What has been missing so far, is an explicit comparison of responses to monetary shocks across the two regions: Central-Eastern and the Western Europe. Such comparison can be expected to be more meaningful and interesting than intra-regional comparisons performed so far, as the structural differences between these regions dwarf those within them. This paper fills this gap, by using a novel econometric technique, which allows to robustly estimate responses for both regions despite short data series and in a unified framework.

The comparison yields interesting results: First, monetary shocks in the NMS are associated with larger movements of the interest rate. Second, in spite of the structural differences between the regions, we find no support for the relative ineffectiveness of monetary policy in the NMS. Responses of output and prices are broadly similar, once controlling for the size of the interest rate shock. If anything, price responses are more lagged, but later more vigorous in the NMS and in the medium term these countries may be facing a more favorable
sacrifice ratio.

We conclude that, on the one hand, the structural weakness of monetary transmission in the NMS is quantitatively less important than widely believed, possibly because it is compensated by a relative strength of the exchange rate channel, by more limited access to foreign financial markets and other discussed factors. On the other hand, prices appear to be more responsive, once aggregate demand is affected. This finding is consistent with greater volatility of aggregate demand and higher average inflation in the NMS, through well known mechanisms proposed in Lucas (1973) and Ball et al. (1988).

As regards the implications of these results for the adoption of the euro by the NMS, the common limitation of this and previous studies is that they are subject to the Lucas critique: responses to monetary shocks are likely to change after a further EMU expansion. Nevertheless, as argued in the above quoted papers, the empirical results based on past data provide stylized facts, which are a reasonable departure point for further speculations. Taken at face value, results of this paper downplay the structural weakness of monetary transmission as an argument against further EMU expansion.

The principal obstacle in the study of the former communist countries are the short available data series. To mitigate this problem, we perform a Bayesian estimation with the prior (called ‘exchangeable prior’), which conveys the intuition that parameters of VAR models for individual countries are similar across the region, since all economies in the region are special cases of the same underlying economic model. This prior results in estimates which are shrunk towards a common mean. The Bayesian setup used here allows to formulate the problem in such a way, that both the degree of shrinking, and the weights of countries in the common regional mean are endogenous and optimal for the sample at hand. This guarantees the most efficient use of the scarce available data.

Applications of the estimation with the exchangeable prior in economics include Zellner and Hong (1989) and Canova and Marcet (1995). The former find that the exchangeable prior improves the out of sample forecasting ability in time series models, which has been also exploited in the forecasting time-varying VARs of Canova and Ciccarelli (2004). This finding suggests, that it should also increase reliability of a structural analysis. However, it has not been used for structural VARs, except for Canova (2005), which uses a different technique of working with a similar prior. The present paper adapts to VARs the formulation of Gelman et al. (1995), called Hierarchical Linear Model, which allows to avoid the specification of a subjective prior about the degree of similarity between units, but instead determines it solely
from the data.

The second methodological novelty of this paper is the proposed identification of monetary shocks in a VAR. They are identified by assuming that they influence output and prices with at least one month lag, and that they involve a negative comovement of interest rate and exchange rate innovations. This is a combination of standard zero restrictions with more recently proposed sign restrictions.\(^2\)

The structure of the paper is following: Section 2 discusses estimation of reduced form VARs for a panel of countries as a Hierarchical Linear Model, Section 3 describes identification of monetary shocks, Section 4 presents results and Section 5 contains conclusions. Details about data and estimation are in the appendix.

## 2 Estimation

VAR models contain many parameters, and their estimation with short samples, such as those available for the post-communist countries, results in wide error bands and point estimates which are very sensitive to small changes in sample or specification. The strategy employed here to obtain more robust results, is to analyze whole regions (first EMU, then NMS) jointly and exploit the intuition, that parameters of VAR models for individual countries are similar across the region, since all economies in the region are special cases of the same underlying economic model. However, we need to stop short of assuming that all slope coefficients are the same across countries and performing a standard panel estimation. This assumption would only be an approximation, and in dynamic model (such as a VAR) it could seriously distort the results (Pesaran and Smith (1995) show that it results in the inconsistency of the estimator).

The estimation procedure is Bayesian, and uses the Hierarchical Linear Model of Gelman et al. (1995).\(^3\) The idea of similarity is specified as a Normal prior for each country’s coefficients, which is centered at the mean which is common for all the region (an exchangeable prior). This prior causes the coefficients to be shrunk towards the common mean. The second stage of the hierarchy consists of the 'hyperprior' about the prior parameters: common mean and the

---

\(^2\)Other sign restrictions have been used in Faust (1998), Uhlig (2001), Canova and De Nicoló (2002) and Kieler and Saarenheimo (1998). Unlike in the mentioned papers, the combination of zero and sign restrictions enables one to find the desired factorizations of the error variance matrix analytically, avoiding a numerical search procedure.

\(^3\)Classical estimators for heterogeneous panels exist, but are much less efficient: Monte Carlo study in Hsiao et al. (1999) shows that in small samples they perform worse than a variant of Bayesian estimator with the exchangeable prior.
variance of country coefficients around the common mean (‘hypervari-
ance’). The Hierarchical Linear Model allows the priors in the second
stage of the hierarchy to be noninformative, and therefore the poste-
rior common mean and hypervariance are determined optimally only
from the data. Intuitively, more different and more tightly estimated
country coefficients increase the posterior probability of large values
of the hypervariance. When country coefficients are more similar, or if
they differ, but have larger error bounds, hypervariance is more likely
to be smaller. Country models which are more tightly estimated re-
ceive more weight in the posterior common mean, relative to countries
whose estimates are imprecise.

Below, we first distinguish between parameters which are likely to
be similar across countries, and those which need not be. So, we apply
the exchangeable prior to parameters determining dynamic interrela-
tionships between the endogenous variables, and reactions to common
exogenous variables. We specify a noninformative prior for parameters
of exogenous variables which are not present for all countries, and
for constant terms, which implies that we have country ‘fixed effects’.

The following two subsections specify the above prior in the panel
VAR setup: first the overall framework, and then the parametrization
of the hypervariance. The computation of the posterior is explained
in the appendix.

2.1 Panel of VARs as a Hierarchical Linear
Model

In what follows, vectors are denoted by lowercase, matrices by upper-
case bold symbols, \( i = 1 \ldots I \) denotes countries, \( j = 1 \ldots J \) denotes
derogenous variables in a VAR, \( k = 1 \ldots K \) denotes the common right-
hand-side variables in the reduced form VAR, \( l = 1 \ldots L \) denotes lags,
\( m = 1 \ldots M_i \) denotes country specific exogenous variables in the VAR,
\( t = 1 \ldots T_i \) denotes time periods.

For each country in the panel we consider a reduced form VAR
model of the form:

\[
y_{it} = \sum_{l=1}^{L} B_{il} y_{i(t-l)} + \Delta' t + T' z_{it} + u_{it} \quad (1)
\]

\( y_{it} \) is a vector of \( J \) endogenous variables and \( t \) is a vector of those
exogenous variables which are common across countries. We will spec-
ify an exchangeable prior about the coefficients of \( y_{i(t-l)} \) and \( t \). The
prior will be uninformative for variables in \( z_{it} \), which include country
specific constant terms and variables which are included for some, but
not all countries. Vector $u_{it}$ contains VAR innovations which are i.i.d.
$N(0, \Sigma_i)$.

We gather the variables to which the exchangeable prior applies in
a vector $x_{it} = \left[y_{i(t-1)}', \ldots, y_{i(t-L)}, w_{t}^{'}\right]$. Stacking vertically $y_{it}', x_{it}', w_{t}^{'}$
for all $t$ we obtain the model in terms of data matrices:

$$Y_i = X_i B_i + Z_i \Gamma_i + U_i$$

where $Y_i$ and $U_i$ are $T_i \times J$, $X_i$ are $T_i \times K$, $B_i$ are $K \times J$, $Z_i$ are
$T_i \times M_i$ and $\Gamma_i$ are $M_i \times J$. We have: $K = JL + W$, where $W$
is the length of the $w_t$ vector. The coefficient matrix $B_i$ is related to
coefficients of (1) by:

$$B_i = [B_i', 0, \Delta_i']^{'}.$$  

Let $y_i = \text{vec} Y_i$, $\beta_i = \text{vec} B_i$, $\gamma_i = \text{vec} \Gamma_i$.

The statistical model generating the data is assumed to be following:

**Likelihood for country $i$:**

$$p(y_i | \beta_i, \gamma_i, \Sigma_i) = N((I_J \otimes X_i)\beta_i + (I_J \otimes Z_i)\gamma_i, \Sigma_i \otimes I_{T_i})$$  

Country coefficients on the variables in $X_i$ are assumed to be
drawn from a normal distribution with a common mean $\bar{\beta}$:

$$p(\beta_i | \bar{\beta}, \lambda, L_i) = N(\bar{\beta}, \lambda L_i)$$

where $\lambda$ is an overall prior tightness parameter and $L_i$ is a known,
fixed matrix whose construction is discussed below.

Prior for $\bar{\beta}$ and $\gamma_i$ is uninformative, uniform on the real line:

$$p(\bar{\beta}) \propto p(\gamma_i) \propto 1$$

Alternatively, one could use some informative prior for $\bar{\beta}$, e.g. the
Minnesota prior, but, as discussed in Gelman et al. (1995), this is not
necessary for the estimation problem to be well posed, and, in order
to keep things simple, we do not pursue this possibility here. We also
use the standard diffuse prior for the error variance:

$$p(\Sigma_i) \propto |\Sigma_i|^{-\frac{J+1}{2}}$$

Finally, the prior for the overall tightness parameter $\lambda$ is:

$$p(\lambda | s, v) = IG_2(s, v) \propto \lambda^{-\frac{s+2}{2}} \exp \left( -\frac{1}{2} \frac{s}{\lambda} \right)$$

where $IG_2$ denotes the inverted gamma-2 distribution, while $s$ and $v$
are known parameters. For $s > 0$ and $v > 0$ this is a proper,
informative prior while $s = 0$ and $v = -2$ results in an improper,
noninformative prior.
The model in (3)-(7) defines the structure advocated in the introduction: the countries’ dynamic models of variables in \( Y_i \) (and possibly some exogenous controls in \( W \)) are special cases of the unknown underlying model defined by \( \hat{\beta} \). Variables in \( Z_i \) are those, for which the exchangeable prior would not be reasonable, primarily the country specific constant terms.

The functional form of the prior: combination of normal, uniform, inverted gamma and a degenerate inverted Wishart (for \( \Sigma_i \)) densities is standard, motivated by computational convenience, so that the prior is conditionally conjugate. The posterior density of the parameters of the model is computed from the Bayes theorem, as a normalized product of the likelihood and the prior. The conditional conjugacy of the prior means that all conditional posterior densities are also normal, inverted gamma and inverted Wishart, which enables convenient numerical analysis of the posterior with the Gibbs sampler.\(^4\)

### 2.2 Specification of the prior variance

The parametrization of the prior variance for \( \beta_i \) is inspired by prior variances in Litterman (1986) and Sims and Zha (1998): it is assumed to be diagonal, with the terms of the form:

\[
\frac{\lambda \sigma_{ij}^2}{\sigma_{ik}^2}
\]  

(8)

The ratio of variances reflects the scaling of the variables. As in the above papers, \( \sigma^2 \)'s are computed as error variances from univariate autoregressions of the variables in question. Therefore, the \( L_i \) is computed as:

\[
L_i = \text{diag}(\sigma_{ij}^2) \otimes \text{diag}(\frac{1}{\sigma_{ik}^2})
\]  

(9)

The parameter \( \lambda \) determines the overall tightness of the exchangeable prior. \( \lambda = 0 \) results in full pooling of information across countries and implies a panel VAR estimation, where all country VAR models are assumed to be identical. On the other hand, as \( \lambda \) grows, country models are allowed to differ more, and become similar to the respective single country estimates. Since the value of \( \lambda \) is unknown, a (possibly uninformative) prior distribution is assumed for it and a posterior distribution is obtained. The reported results are integrated over this posterior distribution. If the posterior inferences conditional on particular values of \( \lambda \) differ in an economically meaningful way, odds ratios for alternative ranges of \( \lambda \) can be computed.

\(^4\)See appendix for details. Gibbs sampler for a similar univariate problem is discussed in more detail in Gelman et al. (1995).
The use of noninformative priors carries the danger of obtaining an improper posterior and rendering the whole problem ill-defined. It is known, that in a hierarchical linear model like (3)-(7) the use of the usual noninformative prior for a variance parameter:

\[ p(\lambda) \propto \frac{1}{\lambda} \]  

(which obtains when \( s = 0 \) and \( v = 0 \)) results in an improper posterior (see Hobert and Casella, 1996; Gelman et al., 1995). In this case, the marginal posterior for \( \lambda \) behaves like \( 1/\lambda \) close to the origin and is not integrable. However, Theorem 1 in Hobert and Casella (1996, p.1464), proved in a similar setup, suggests that the posterior is proper when \( s = 0 \) and \( v = -2 \), which corresponds to:

\[ p(\lambda) \propto 1 \]

\[ (11) \]

### 3 Identification of monetary shocks

Identification of the structural model assumes a small open economy with exchange rates flexible enough to react immediately to monetary policy, and monetary policy reacting immediately to the movements of the exchange rate. This assumption remains valid also in presence of managed exchange rates with target bands, like the ERM in the European Union, and some arrangements in the NMS, as long as the rate is not effectively fixed. It is a known empirical regularity (confirmed in the robustness analysis for this paper) that for countries other than the USA, identification schemes that do not allow for immediate response of the exchange rate to the interest rate, and vice versa, produce a 'price puzzle', i.e. an initially positive response of prices to monetary tightening (for more on this subject see e.g. Kim and Roubini (2000)).

The endogenous variables in the VARs are: output, consumer prices, short term interest rate and the exchange rate in national currency units per foreign currency unit, all measured at monthly frequency. No money aggregate is included: It is assumed that the central banks target short term interest rates, and adjust monetary aggregates consistently with this objective. In this setup, interest rates reflect only money supply decisions, and fluctuations of monetary aggregates carry additionally information about money demand. Since identification of money demand is beyond scope of this paper, we conserve degrees of freedom and do not include money aggregates in the specification.

In order not to confuse domestic monetary shocks with the central banks’ responses to external developments, specifications include
several foreign variables which are treated as exogenous. World developments are captured by current and lagged US Federal Funds Rate, oil and commodity prices. The status of Germany as both regions’ locomotive is reflected by including, for all countries, current and lagged German interest rate and two lags German industrial production.

As usually in the identified VAR literature, it is assumed that structural shocks are orthogonal, and thus the covariance matrix of the VAR residuals conveys information about the coefficients of the contemporaneous relationships between endogenous variables. The relationship between the vector of structural shocks $\mathbf{v}_it$ and the vector of VAR innovations $\mathbf{u}_it$ is following:

$$ G_i \mathbf{v}_it = \mathbf{u}_it $$

where $\text{var}(\mathbf{v}_it) = \mathbf{I}_J$ (identity matrix of order J) and $\text{var}(\mathbf{u}_it) = \Sigma_i = G_iG_i'$. Therefore, the identification involves finding a factorization $G_i$ of the residual covariance matrix that complies with the identifying restrictions.

The identification restrictions\textsuperscript{5} adopted to pin down the monetary shock are following:

1. Output and prices do not respond immediately to the monetary policy shock
2. The monetary policy shock is the one which involves a negative comovement of the interest rate and the exchange rate on impact, i.e. interest rate rise is accompanied by exchange rate appreciation.

The remaining shocks are not identified and the triangular form of the upper left block of the matrix reflects a normalization, which has no effect on the impulse responses to the monetary policy shock. The identification restrictions are summarized in the scheme below:

$$
\begin{pmatrix}
  + & 0 & 0 & 0 \\
  \bullet & + & 0 & 0 \\
  \bullet & \bullet & + & + \\
  \bullet & \bullet & - & + \\
\end{pmatrix}
\begin{pmatrix}
  v_{it1} \\
  v_{it2} \\
  \hat{v}_{it3} \\
  v_{it4} \\
\end{pmatrix}
= 
\begin{pmatrix}
  u_{it1} \\
  u_{it2} \\
  u_{it3} \\
  u_{it4} \\
\end{pmatrix}
\leftarrow \text{output innovation} \\
\leftarrow \text{price innovation} \\
\leftarrow \text{interest rate innovation} \\
\leftarrow \text{exchange rate innovation}
$$

(13)

where + denote coefficients that are constrained to be positive, 0 - zero restrictions and $\bullet$ - unconstrained coefficients. $\hat{v}_{it3}$ is the monetary policy shock. Factorizations satisfying (13) are obtained by rotating the bottom-right block of the Choleski factor of the residual covariance matrix - see the appendix for details.

\textsuperscript{5}Restrictions are imposed here on the impulse responses in the first period (inverse of the matrix of structural coefficients), and not on the structural coefficients.
The zero restrictions applied here are standard ones, used in Leeper et al. (1996), Kim (1999), Kim and Roubini (2000) and other papers. The strategy followed in these papers is to impose some more zero restrictions: to assume that monetary authorities don’t react immediately to output and price developments. Then the model becomes (over)identified and can be estimated by maximum likelihood. It is then expected, that resulting estimates of the relationships between interest rate and exchange rate are ‘reasonable’, i.e. as in assumption 2 above. When multiple maxima of the likelihood function exist, the ones satisfying the implicit sign restriction are chosen, which is justified by a Bayesian reasoning (Kim, 1999, footnote 13, p.395).

However, the zero restrictions on the authorities’ response to output and prices may not hold exactly: While it is true that official data on output and prices are compiled with delay, it could be argued that the central bankers can have access to quick business community surveys, price surveys, and certainly are able to identify quickly major shocks, like big strikes or floods. The sign restrictions proposed here are an attractive alternative.

4 Data and Samples

We analyze two panels of countries: five euro-area countries (EMU5) and four New Member States (NMS4) from the Central and Eastern Europe. The goal of the paper is to compare the two regions within one unified framework. On the one hand, we want to make the analysis representative and include as many countries as possible. On the other hand, to ensure comparability of the results across regions, we want to maintain the same specifications and identification schemes. This leads to the choice of the assumption of open economy with a flexible (i.e. not fixed) exchange rate, which maximizes the sizes of both panels.

The EMU5 panel consists of Finland, France, Germany, Italy and Spain. Austria, Belgium and Netherlands were excluded because of their quasi-fixed exchange rate against the D-Mark, and Ireland because of the lack of monthly CPI data. In Greece, interbank interest rates are not available before 1998, only the Central bank rate is reported. Portugal proved to be an outlier because of dramatic swings

\footnote{Romania and Bulgaria were considered as potential members of this group, although strictly speaking they are only expected to join the EU in 2007. On the other hand, we did not consider Malta and Cyprus, which are both economically and geographically distinct.}

\footnote{We follow Mojon and Peersman (2001) who also consider them separately for this reason.}
of its interest rates in the wake of the 1992 European Monetary System crisis. Therefore, both countries are considered only in robustness checks.

The NMS panel consists of Czech Republic, Hungary, Poland and Slovenia. Bulgaria and the Baltic countries were excluded because they had currency boards. In Romania and Slovakia market interest rates vary widely and, for much of the sample, independently of the central bank interest rates. This suggests that the standard model of monetary management, which underlies this analysis, where the central bank manages market interest rates by setting its instrument interest rate, has not been firmly in place. Another possibility is that these countries experienced big shocks to money demand which were not accommodated by the central bank. In either case, the identification of monetary policy shocks adopted here might not be appropriate. Therefore, Slovakia and Romania are considered only in robustness checks.

The sample periods for the NMS countries span the second half of 1990s up to second half of 2004 and differ for each country, depending on when the post-transition exchange rate control was relaxed. The information on the chronology of the exchange rate regimes was taken from Anzuini and Levy (2004), Table 8 and from Ganev et al. (2002), Section 3 and Table 1. The details about the samples are in the appendix. For the euro-area countries we consider samples of similar lengths as for the NMS countries, covering second half of the 1980’s up to 1998 (the start of the EMU). As a summary, we present here the results for a longer sample spanning 1985 (1) - 1998 (12). These results are similar to those for the shorter samples, but free of some features which were deemed not robust.

The data is monthly. The endogenous variables: output, prices, interest rates and exchange rates are measured respectively by log of the Index of Industrial Production (IIP), log of the Consumer Price Index (CPI), short term market interest rate (r-mkt) and the log of the exchange rate in national currency units per SDR. The SDR is a standard basked of main currencies, and it provided an intermediate choice between a US dollar exchange rate, which is used often, but may be influenced by some US specific events, and country specific baskets of most relevant currencies, which are less comparable. Most data (as well as those for the exogenous variables: Federal Funds Rate, oil prices, non-fuel commodity prices, German interbank interest rate and German industrial production) are taken from the IMF IFS database, and some from the Eurostat. See the appendix for details.

The interest rate of 0.1 corresponds to 10% (1000 basis points). The variables other than the interest rate are logs of indexes that
assume the value 1 in December 1995. The basic specification contains six lags of the endogenous variables and lags zero and one of the exogenous variables. The exception is German industrial production (included as an exogenous variable for countries other than Germany): it is assumed that foreign central banks observe it with a lag, so lags one and two are included. Shorter lag length of the exogenous variables is chosen to conserve the degrees of freedom.

5 Results

We approximate the posterior distribution of the estimated coefficients using the Gibbs sampler\(^8\) and compute impulse responses over the horizon of 40 months.

5.1 'Mean' impulse responses for the regions

Figure 1 presents the 5th, 50th and 95th percentiles of the posterior distribution of impulse responses to a one standard deviation monetary shock, implied by the 'mean' model for each panel (\(\bar{\beta}\)).

The immediate (period 0) responses of all variables reflect the identifying assumptions: 1) in the month of the shock the output and prices are unaffected and 2) the interest rate raises and the exchange rate falls (appreciates). The uncertainty band for the impact behavior of the interest rate and exchange rate ranges from the 5th to the 95th percentile of all the range where the sign restrictions are satisfied.

The identified MP shock is associated with a median interest rate increase of 40 basis points in the EMU5 and almost 80 bp in the NMS4. The median initial appreciation is respectively 1% and 1.5%. The interest rate increase is reversed after about one year, while the appreciation persists for about 2 years. The economies respond with a transitory output decline and a possibly permanent reduction of the price level.

The finding that interest rate movements in the NMS4 were on average twice stronger than those in the EMU5 is not surprising: First, output growth rates, inflation levels and interest rates in the post-communist countries tended to be higher than in the Western Europe, which was likely to generate higher variance of shocks. Second, the central banks in the region may have believed that, because of the low financial depth in these countries, monetary policy is not very effective

\(^8\)We generate 2000 draws from the posterior, after discarding the initial 4000 burn-in draws.
there (Ganev et al., 2002), and therefore their policy actions require more vigorous interest rate movements.

A look at the variance decompositions (figure 2) suggests that the higher monetary shocks in NMS4 contributed importantly to the variability of output and especially prices in that region. According to the median of the distribution, around 10% of the variability of output is attributed to monetary shocks in both countries. In case of prices, the shares are about 20% in the EMU5 and 30% in NMS4. As usual in the VAR literature, there is a wide uncertainty about the exact figures. The posterior distributions for output overlap significantly, but monetary shocks are more likely to be responsible for a greater share of variance of prices in the NMS4 than in the EMU5.

In order to control for the different size of shocks we standardize the impulse responses, to make them correspond to the same size of the interest rate shock in the first month. We take the EMU5 shock as a benchmark. Therefore, we scale down the NMS4 impulse responses, so that the average of the impact and first month response of the interest rate is the same as in the EMU5 panel. (We take the average of impact and first lag effects in order to neutralize partly the different dynamics of interest rates in both panels). Figure 3 presents the standardized output and price responses, and figure 4 shows the probability that the standardized NMS4 response is weaker than that of the EMU5.
Figure 2: Share of monetary shocks in the variance decompositions for the NMS4 and the EMU5 panels: median, 5th and 95th percentiles of the posterior distributions

Figure 3: Mean impulse responses of output and prices in the EMU5 and the NMS4 corresponding to the same size interest shock in the first month

Figure 4: Posterior probability that the standardized response of the NMS4 (from figure 3) panel is weaker than that of the EMU5 panel
The standardized impulse responses of both regions are quite similar, their 90% probability regions are mostly overlapping. In particular, as in the variance decompositions, we don’t find a straightforward confirmation of the belief that the monetary policy is less effective in the NMS4, because of the low financial depth of these countries. It is true that output, in the medium term, responds rather weakly. Also, the price responses are more lagged in the NMS4, and need over 6 months to become significant. However, after this delay, they react more vigorously than in the EMU5.

The observation that output responses tend to be weak, while those of prices quite strong, suggests that the sacrifice ratio facing the NMS4 central bankers could be lower. This possibility is examined closer by comparing the posterior distributions of the sacrifice ratios for both panels, calculated as in Cecchetti and Rich (2001). Their comparison suggests that the sacrifice ratio in the NMS4 might indeed be lower, although the posterior probability of this statement is only 72% with the 36 months horizon.

Central banks in the NMS have shorter track records, and probably enjoy less credibility than their Western European counterparts. If this is the case, their monetary policy has less impact on agent’s

---

9This probability exceeds 80% with shorter horizons. The reason why the sacrifice ratios become more similar for longer horizons is that the price decline gets reversed in the long run. The very long run behavior of prices may be, however, less reliably estimated than the medium run behavior.
expectations, which results in longer lags in the response of prices.

The longer lags of price response in the NMS4 panel can be complementarily explained by models of learning in an evolving setup (see e.g. Evans and Honkapohja, 2001). Initially, because of undeveloped financial markets, Central Bank discount rates mattered very little for inflation. As financial markets and credit activity grows, so does the importance of the interest rates, and agents revise estimates of their impact on inflation, and readjust their expectations. However, the nature of learning under uncertainty implies that they adapt their models only partially. As a result, the impact of the Central Bank policies is always initially underestimated, and takes full effect with a delay, after expectations adjust.

However, the most unexpected aspect of the results in figures 3 and 4 is that, after a few months’ lag, monetary policy seems to have quite a strong impact on prices in the NMS. This is in spite of the fact, that in the NMS4 indicators of the size of the financial systems, such as the ratio of financial assets/liabilities, or stock market capitalization, to GDP, are lower by a factor of 2 to 5 in comparison with the euro-area average (see Anzuini and Levy, 2004). Apparently, we need to go beyond the simple rule of thumb, that monetary policy is less effective in less financially developed countries, when comparing the Central-Eastern and the Western Europe.

The possibility of lower sacrifice ratios in the NMS suggest other theories, which may be relevant here: The NMS4 have more volatile and, on average, higher inflation rates. Lucas (1973) argues that in an imperfect information model, in countries where aggregate demand fluctuates more, agents adjust their prices more than their outputs. Ball et al. (1988)'s reasoning is, that in higher inflation countries, agents need to adjust their prices more often, and so there is less stickiness. Both models imply, that in such countries aggregate supply curve is steeper, and, consequently, the sacrifice ratio lower, and this is confirmed in their cross-country studies.

There are reasons to believe, that the NMS economies should be responsive to monetary policy: First, the exchange rate channel might be stronger. The NMS4 economies are more open. Moreover, they have less established brands where monopolistic competition is important, so their exports can be more sensitive to exchange rates.

Second, with less developed financial markets, agents may find it more difficult to hedge against the monetary policy changes. Anzuini and Levy (2004) find that the agents in the NMS4 have mostly unhedged foreign debt, and are very exposed to the foreign exchange rate risk. Third, firms in NMS4 find it harder to obtain credit abroad, when domestic credit conditions are tight.
Fourth, even with small institutional financial markets, the prevailing interest rates might still matter for economic decisions and transactions, such as the trade credits, or reinvestment of profits. The NMS4 have a high volume of trade credit (see Anzuini and Levy, 2004) and, since they are catching-up economies, they have more investments compared with GDP than the euro area (Suppel, 2003), which is mostly financed by reinvesting profits.

Summarizing, the story behind figure 3 could be following: In the NMS, the policy tightening by the central bank is less credible, and so has little initial effect on expectations, and thus on pricing decisions. The effect of higher interest rates on output is weaker than in the EMU, because of the small financial markets, but not much weaker, in light of the arguments listed above. In addition, this modest aggregate demand contraction is translated more efficiently into prices, because the last are less sticky.

5.2 Heterogeneity within EMU and NMS

Heterogeneity of the panels is best reflected by the posterior distribution of the overall tightness parameter $\lambda$. As follows from the statistical structure in equations (3)-(7), probability mass concentrated on low values of $\lambda$ means that the posterior distributions of country VAR models are close to each other. When, on the contrary, the posterior distributions of parameters for individual countries tend to differ, higher values of the $\lambda$ are more likely, and get more posterior support.

In the two panels estimated here, the likelihood turns out to be very informative about $\lambda$ and the support of the posterior distribution is very narrow. This can be assessed by comparing the shape of the impulse responses for e.g. the 5th and the 95th centiles of the simulated distribution of $\lambda$: the graphs are almost indistinguishable. Therefore, the data favors a certain intermediate amount of cross-country information pooling, preferring it both to complete homogeneity, and to independence of the individual country models.

The posterior density of the overall tightness parameter $\lambda$ in each of the panels is presented in figure 6. The NMS4 panel turns out to be more heterogeneous.

Figures 7 and 8 present impulse responses to a monetary shock for each of the analyzed countries. The considered samples are short: for individual countries, they imply only 3.1 observations per estimated parameter in the NMS4 and 2.4 for the Czech Republic, and maximally no more than 5 in the euro area. For the NMS4 countries these are maximum samples under flexible exchange rate regime. In the standard, individual country estimation, results based on such short data
would have to be treated with much caution. The results presented here are more reliable, because in the computation of the posterior, the country data is optimally augmented with the information for all other countries in the panel.

Consistently with what the posterior distribution of the tightness parameter $\lambda$ is suggesting, the impulse responses for EMU5 look more homogeneous than those for NMS4. In the EMU5 panel, Germany is the clear outlier, with the weakest monetary shocks (around 15 bp) and much uncertainty about output and price responses, which renders them insignificant. In Finland, France and Italy the median interest rate shock is around 40 bp, and 50 bp in Spain, which becomes insignificant after about one year. Exchange rate appreciates similarly, by 1-1.5% in all countries. The peak of output response comes after one year, at -0.2% in France, Italy and Spain, and in Finland output reaction is strongest, at -0.3%. Prices fall gradually by about 0.1% in Finland and France, and by about 0.2% in Italy and Spain, which suggests that the latter two may have lower sacrifice ratios, which could be linked with their higher inflation rates.

In the NMS4 panel the median interest rate tightening is strongest in Poland (about 90 bp), somewhat weaker in Czech Republic and Slovenia (around 60 bp), and weakest in Hungary, at 40 bp, which is similar as in the EUR5 countries. Exchange rate appreciates by
roughly as much as in the EUR5 countries, possibly somewhat stronger (the comparison is blurred by different dynamics: in the NMS the exchange rate appreciates most on impact, while in the EMU the peak response comes after one month), except in Czech Republic, where the appreciation is clearly stronger, at more than 2%. Output falls by about 0.2% in all countries, except Czech Republic where the contraction reaches -0.3%. Prices fall by about 0.2% in Hungary, 0.25% in Slovenia and 0.3% in Poland, and stabilize at the new level after about one year. Czech Republic is an exception, because prices fall by almost 0.4% within the first year, but seem to increase back afterwards. Overall, in Poland, which is an inflation targeter, with largely uncontrolled exchange rate, monetary policy is most volatile, and has most impact. Hungary, where the exchange rate is kept within the narrowest band (among the analyzed countries), sees least impact of monetary policy. This is consistent with the exchange rate channel being crucial for monetary transmission in the region.

5.3 Robustness

The results have been checked for robustness to changing the country composition of the panels, sample periods, specification of the VARs, control variables and the identification scheme. The main conclusions go through under those experiments.

Given the short sample size, and the overparametrization of the VAR model, individual countries results are sensitive to changes in the sample period. However, the conclusions for the mean model are generally robust to changing the sample or removing any of the countries from the panel. As mentioned before, market interest rates for Slovakia and Romania hardly follow the central bank interest rates, so these countries were skipped in the basic estimation. When they are included, results for Slovakia are odd since output responds positively, but mean responses are unaffected. Responses for Romania are reasonable, but the average size of the interest rate shock is very large, more than 500 basis points (Romanian market interest rates are very volatile) and this increases the size of the mean interest rate shock to about 250 bp. Other impulse responses are barely affected. Similar situation concerns Portugal, which is an outlier in the euro-area panel, because the unusual swings of its interest rates in the 1992/1993. During the EMS crisis, the Portuguese Central Bank was for some time fending off speculative attacks on the escudo by interest rates increases, which needed to be more dramatic than in other countries affected by the crisis, partly because of the relatively small volume of the market. The resulting interest rate swings were per-
Figure 7: Impulse responses in the EMU5 panel

Figure 8: Impulse responses in the NMS4 panel
ceived as temporary anomalies and did not have usual real effects. Therefore, including Portugal in the panel results in a larger size of the interest rate impulses, while barely affecting other variables.

For the NMS4 panel, there is little scope for varying the sample sizes, as they are already very short, but the results are similar for one year shorter samples. For the euro-area panel, we try 9 year samples (roughly equal to the typical sample size for the NMS4 countries) spanning the 1980s until 1998. 9 year samples between 1985 and 1998 produce similar results, which are best characterized by those for the longer 1985-1998 sample. For 9 year samples starting in the first half of the 1980s impulse responses are often insignificant. Apparently, the model lacks features necessary to explain data from early 1980s, but we assume that this does not hamper the comparison performed in this paper.

In another set of experiments, Central Bank interest rates were used instead of the market interest rates. Most of the VAR studies assume, as does this paper, that the Central Bank targets interbank market rates, and the transmission from this intermediate target to the economy is studied. When central bank interest rates are used, comparisons with both the basic NMS4 panel, and the full one including Slovakia and Romania, lead to similar conclusions.

Replacing the SDR exchange rate with the USD exchange rate makes almost no difference for both sets of countries.

If the model estimated without any control variables (only constant terms and lags of endogenous variables), the output and price responses in both panels become more delayed, but deeper in the medium run, compared with the case with all controls included. The comparison of the responses, however, remains unaffected. The contemporaneous German interest rate makes most of the difference, adding further lags does not make a difference. Similarly, adding more lags or changing the set of world control variables often affects individual country responses, but the comparison of the mean responses are unaffected. After some experimentation, it was deemed best to stick with the maximal set of controls and avoid the risk of misspecifying the model. It is hoped that the estimation procedure can 'average out' the noise introduced by possibly excessive number of control variables.

Finally, the analysis was repeated with the recursive identification (i.e. assuming that monetary authorities react with a lag to the exchange rate developments). This identification results in a 'price puzzle': price response is initially positive. For the euro area the 'price puzzle' is not very significant, lasts only about one year, output responds negatively, but the exchange rate seems to depreciate. For the NMS4 panel the positive price response is very strong and output
also responds positively.

6 Conclusions

This paper makes one of the first systematic comparisons of the responses to monetary shocks in Western Europe and in the New Member States of the EU. The responses of the NMS4 (Czech Republic, Hungary, Poland and Slovenia) turn out to be broadly similar to those in the EMU, but with interesting differences (albeit estimated with significant uncertainty): monetary shocks tend to be stronger, and generate a more delayed, but strong price level response, possibly at lower output cost.

These results suggest that, when considering the differences between the Central-Eastern and the Western Europe, we need to go beyond the simple rule of thumb, that monetary policy is less effective in less financially developed countries. Some of the structural features of the NMS financial systems (less possibilities for hedging, harder access to foreign financial markets), and their export orientation (strong exchange rate channel), may be amplifying the effects of monetary shocks on aggregate demand. Strong effect on prices, with possibly lower sacrifice ratios, that we find in the NMS, are consistent with the findings of Lucas (1973) and Ball et al. (1988), that in economies where the aggregate demand fluctuates more, and inflation is higher, the aggregate supply curve tends to be steeper, and prices less sticky.

Conclusions from the empirical analysis of this paper for the prospects of the EMU accession are not obvious, because of the Lucas critique. VARs are useful for establishing stylized facts about past monetary policy effects, but we don’t know to what extent monetary transmission will change in the wake of the EMU accession. Several mechanisms may be at play:

After joining the EMU, the exchange rate channel, which is important for the NMS4 currently, will largely disappear, and domestic firms will gain easier access to wider financial markets. This will considerably weaken the responsiveness of the NMS to monetary policy. The result may be similar to the scenario predicted by Dornbush and observed within the present EMU: that interest rates that are optimal for the European core are too low for the peripheral, poorer and faster growing countries. As a result, the peripheries observe persistently higher inflation rates and may end up developing financial and property markets bubbles.

Overall, however, the results in this paper downplay the importance of the structurally determined weakness of monetary transmis-
sion in the NMS. Instead, they bring to the front the issue of longer response lags. If the observed longer lags in price reaction result from lower credibility of the NMS's central banks, the credibility problem may be solved overnight by joining the monetary union. If learning under uncertainty is the issue, it could be speeded up by a change towards a less uncertain environment.

Finally, the results of this paper provide the following argument to the proponents of the EMU accession: Given the long lags with which the transmission mechanism operates in the NMS, and the ultimate strength of its effect, it should be harder for the NMS's central banks to run an effective stabilizing monetary policy. The independent monetary policy is more likely to be a source of additional variability and giving it up could end up being beneficial in the long run.

Appendix

A Conditional posteriors for the Gibbs sampler

In the model defined by equations (3)-(7) the joint posterior is

$$\prod_i |\Sigma_i|^{-\frac{T_i}{2}} \exp \left(-\frac{1}{2} \sum_i (y_i - \tilde{X}_i\beta_i - \tilde{Z}_i\gamma_i)'(\Sigma_i^{-1} \otimes I_{T_i})(y_i - \tilde{X}_i\beta_i - \tilde{Z}_i\gamma_i) \right)$$

$$\lambda^{-\frac{T_i}{2}K} \exp \left(-\frac{1}{2} \sum_i (\beta_i - \bar{\beta})'\lambda^{-1}L_i^{-1}(\beta_i - \bar{\beta}) \right) \prod_i |\Sigma_i|^{-\frac{J_i+1}{2}+\frac{2}{\lambda}} \exp \left(-\frac{1}{2} s \right)$$

(14)

Define all data, $Y \equiv \{Y_1, \ldots, Y_I, X_1, \ldots, X_I, Z_1, \ldots, Z_I\}$ and the set of parameters, $\Theta \equiv \{\beta_1, \ldots, \beta_I, \gamma_1, \ldots, \gamma_I, \Sigma_1, \ldots, \Sigma_I, \beta, \lambda\}$.

Conditional posterior for $\beta_i$ is:

$$p(\beta_i|Y, \Theta:\{\beta_i\}) = N(D_i^{-1}d_i, D_i^{-1})$$

(15)

where

$$D_i = \Sigma_i^{-1} \otimes X_i'X_i + \lambda^{-1}L_i^{-1}$$

$$d_i = (\Sigma_i^{-1} \otimes X_i')\text{vec}(Y_i - Z_i\Gamma_i) + \lambda^{-1}L_i^{-1}\beta$$

Conditional posterior for $\gamma_i$ is:

$$p(\gamma_i|Y, \Theta:\{\gamma_i\}) = N(F_i^{-1}f_i, F_i^{-1})$$

(16)
where

\( F_i = \Sigma_i^{-1} \otimes Z_i'Z_i \)

\( f_i = (\Sigma_i^{-1} \otimes Z_i') \text{vec}(Y_i - X_iB_i) = \text{vec}(Z_i'(Y_i - X_iB_i)\Sigma_i^{-1}) \)

Conditional posterior for \( \bar{\beta} \) is:

\[
p(\bar{\beta}|Y, \Theta\{\bar{\beta}\}) = \mathcal{N}(G_i^{-1}g_i, G_i^{-1}) \tag{17}
\]

where

\[
G_i = \lambda^{-1} \sum_i L_i^{-1}
\]

\[
g_i = \lambda^{-1} \sum_i L_i^{-1} \beta_i
\]

Conditional posterior for \( \Sigma_i \) is:

\[
p(\Sigma_i|Y, \Theta\{\Sigma_i\}) \propto |\Sigma_i|^{-\frac{T_i+1}{2}} \exp \left( -\frac{1}{2} \text{tr} \Sigma_i^{-1}U_i'U_i \right)
\]

or

\[
p(\Sigma_i|Y, \Theta\{\Sigma_i\}) = \text{IW}(U_i'U_i, T_i) \tag{18}
\]

where \( \text{IW} \) denotes the Inverted Wishart distribution (Bauwens et al., 1999, p.305).

Conditional posterior for \( \lambda \) is:

\[
p(\lambda|Y, \Theta\{\lambda\}) \propto \lambda^{-\frac{IJK+1}{2}} \exp \left( -\frac{1}{2} \frac{(s + \sum_i(\beta_i - \bar{\beta})'L_i^{-1}(\beta_i - \bar{\beta}))}{\lambda} \right)
\]

or

\[
p(\lambda|Y, \Theta\{\lambda\}) = \text{IG}_2 \left( s + \sum_i(\beta_i - \bar{\beta})'L_i^{-1}(\beta_i - \bar{\beta}), IJK + v \right) \tag{19}
\]

where \( \text{IG}_2 \) denotes the inverted gamma-2 distribution (Bauwens et al., 1999, p.292).

Simulating the posterior with the Gibbs sampler consists of randomly drawing parameters in \( \Theta \) from (15)-(19), always conditioning on all most recently drawn parameters. See e.g. Gelman et al. (1995) for a detailed discussion of the Gibbs sampler.
B Imposing the sign restrictions

The sign restrictions in (13) can be viewed as the priors for the nonzero coefficients of the $G$ which are uniform on the whole real line, on the positive or on the negative part of the real line. The requirement $GG' = \Sigma$ constrains the coefficients to certain intervals, but otherwise all factorizations of the $\Sigma$ are observationally equivalent, i.e. they result in exactly the same value of the likelihood function. Therefore, within this family, the posterior distribution coincides with the prior. The snug is that the coefficients of the $G$ are linked by a non-linear relationship and they cannot be simultaneously uniform on their admissible intervals.

Technically the sign restrictions are applied in a manner following Kieler and Saarenheimo (1998) and Canova and De Nicoló (2002), obtaining one factorization from another by means of a rotation matrix. The difference is that, thanks to the combination of sign restrictions with some zero restrictions, the resulting search for admissible rotations can be performed analytically, avoiding the computationally intensive numerical search technique of the above papers.

For any factorization $G^*$ such that $G^*G'^* = \Sigma$, and any orthogonal matrix $D$, $G^{**} = G^*D$ is also a factorization, i.e. satisfies $G^{**}G'^{**} = \Sigma$. All orthogonal matrices (which correspond to orthogonal linear transformations) are products of sequences of rotations and reflections. Start from the Choleski decomposition of the $\Sigma$. If the zeros in the first two rows are to be preserved, only rotations of the last two columns are allowed. The restriction of diagonal elements to be positive allows us to disregard reflections. Therefore, all matrices satisfying the zero restrictions can be obtained as:

$$G(\theta) = \text{Chol}(\Sigma) \times \text{Rotation}(3, 4, \theta)$$  \hspace{1cm} (20)

where Chol() denotes the Choleski decomposition and Rotation(x,y,\theta) is the matrix that rotates columns x and y by angle \theta. Writing the above equation in detail:

$$G(\theta) = \begin{pmatrix} c_{11} & 0 & 0 & 0 \\ c_{21} & c_{22} & 0 & 0 \\ c_{31} & c_{32} & c_{33} & 0 \\ c_{41} & c_{42} & c_{43} & c_{44} \end{pmatrix} \times \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & \cos(\theta) & -\sin(\theta) \\ 0 & 0 & \sin(\theta) & \cos(\theta) \end{pmatrix}$$

When multiplying out the above matrices, the four sign restrictions on the lower right submatrix of $G$, spelled out in equation (13), imply
the system of four inequalities:
\[
\begin{align*}
    c_{33} \cos \theta & > 0 \\
    -c_{33} \sin \theta & > 0 \\
    c_{43} \cos \theta + c_{44} \sin \theta & < 0 \\
    -c_{43} \sin \theta + c_{44} \cos \theta & > 0
\end{align*}
\]

The above system can be solved for the rotation angle \( \theta \). The solution depends on the term \( c_{43} \):
\[
\theta \in \left( -\frac{\pi}{2}, \arctan \left( -\frac{c_{43}}{c_{44}} \right) \right) \quad \text{when} \quad c_{43} > 0, \quad \text{(21)}
\]
\[
\theta \in \left( \arctan \left( \frac{c_{44}}{c_{43}} \right), 0 \right) \quad \text{when} \quad c_{43} < 0 \quad \text{(22)}
\]

Going through the found range of rotation angles (and postmultiplying the Choleski decomposition of the residual variance by the resulting rotation matrices) we find all the matrices \( G \) satisfying the postulated zero and sign restrictions.

In reporting the results, one would like to integrate them over the posterior distribution of \( \theta \), which, on the admissible interval, coincides with the prior (since \( \theta \) doesn’t change the value of the likelihood function). The prior can be inferred from the prior for the elements of \( G \), but here we stumble on the mentioned problem: \( p(\theta) \propto \cos(\theta) \), which corresponds to the uniform distribution of \( G_{(3,3)} \), results in highly skewed distributions of \( G_{(3,4)} \), \( G_{(4,3)} \) and \( G_{(4,4)} \), etc. As a compromise, we report results integrated over the uniform distribution of \( \theta \) on its admissible interval, which produces moderately skewed distributions of all parameters. Results obtained with other candidate distributions turned out to be very similar and no conclusions are affected.

Therefore the computation of the posterior is following: for each draw of the residual variance matrix (obtained from the Gibbs sampler) 1) the Choleski decomposition is found, 2) the admissible range for \( \theta \) is computed from the formula (21) or (22), 3) a random number is drawn from the uniform distribution on the computed range for \( \theta \), 4) matrix \( G \) is obtained with formula (20).
C Data sources and estimation periods

Data on individual countries: sample periods and IFS series codes.

<table>
<thead>
<tr>
<th>Country</th>
<th>Begin</th>
<th>End</th>
<th>Obs</th>
<th>Industrial production</th>
<th>Prices</th>
<th>Interest Rate</th>
<th>Exchange rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Czech Rep.</td>
<td>1997</td>
<td>2004</td>
<td>89</td>
<td>93566..CZF...</td>
<td>93564...ZF...</td>
<td>93560B..ZF...</td>
<td>935..AA.ZF...</td>
</tr>
<tr>
<td>Hungary</td>
<td>1995</td>
<td>2004</td>
<td>115</td>
<td>94466..CZF...</td>
<td>94464...ZF...</td>
<td>94460C..ZF...</td>
<td>944..AA.ZF...</td>
</tr>
<tr>
<td>Poland</td>
<td>1995</td>
<td>2004</td>
<td>109</td>
<td>96466..BZF...</td>
<td>96464...ZF...</td>
<td>96460B..ZF...</td>
<td>964..AA.ZF...</td>
</tr>
<tr>
<td>Slovenia</td>
<td>1995</td>
<td>2004</td>
<td>119</td>
<td>96166..CZF...</td>
<td>96164...ZF...</td>
<td>96160B..ZF...</td>
<td>961..AA.ZF...</td>
</tr>
<tr>
<td>Finland</td>
<td>1985</td>
<td>1998</td>
<td>168</td>
<td>172 66..I</td>
<td>172 64...</td>
<td>172 60B...</td>
<td>172 ..RB.</td>
</tr>
<tr>
<td>France</td>
<td>1985</td>
<td>1998</td>
<td>168</td>
<td>132 66..I</td>
<td>132 64...</td>
<td>132 60B...</td>
<td>132 ..RB.</td>
</tr>
<tr>
<td>Germany</td>
<td>1985</td>
<td>1998</td>
<td>168</td>
<td>134 66..I</td>
<td>134 64...</td>
<td>134 60B...</td>
<td>134 ..RB.</td>
</tr>
<tr>
<td>Italy</td>
<td>1985</td>
<td>1998</td>
<td>168</td>
<td>136 66..I</td>
<td>136 64...</td>
<td>136 60B...</td>
<td>136 ..RB.</td>
</tr>
<tr>
<td>Spain</td>
<td>1985</td>
<td>1998</td>
<td>168</td>
<td>184 66..I</td>
<td>184 64...</td>
<td>184 60B...</td>
<td>184 ..RB.</td>
</tr>
</tbody>
</table>

International data

<table>
<thead>
<tr>
<th>Variable</th>
<th>IFS code</th>
<th>IFS name</th>
</tr>
</thead>
<tbody>
<tr>
<td>oil prices</td>
<td>00176AAZZF...</td>
<td>petroleum:average crude price</td>
</tr>
<tr>
<td>non fuel commodity prices</td>
<td>00176NFDZF...</td>
<td>non fuel commodities index</td>
</tr>
<tr>
<td>federal funds rate</td>
<td>11160B..ZF...</td>
<td>federal funds rate</td>
</tr>
</tbody>
</table>

Notes: All data comes from the IMF International Financial Statistics (IFS) database. The data for the CEE countries and international data was downloaded from http://www.imf.org on February 24th, 2005. The data for the EU countries come from the IFS CD-ROM.

References


# Index of Working Papers:

<table>
<thead>
<tr>
<th>Date</th>
<th>Author(s)</th>
<th>Page</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>January 2, 2002</td>
<td>Sylvia Kaufmann</td>
<td>56</td>
<td>Asymmetries in Bank Lending Behaviour: Austria During the 1990s</td>
</tr>
<tr>
<td>January 7, 2002</td>
<td>Martin Summer</td>
<td>57</td>
<td>Banking Regulation and Systemic Risk</td>
</tr>
<tr>
<td>January 28, 2002</td>
<td>Maria Valderrama</td>
<td>58</td>
<td>Credit Channel and Investment Behavior in Austria: A Micro-Econometric Approach</td>
</tr>
<tr>
<td>February 18, 2002</td>
<td>Gabriela de Raaij and Burkhard Raunig</td>
<td>59</td>
<td>Evaluating Density Forecasts with an Application to Stock Market Returns</td>
</tr>
<tr>
<td>February 25, 2002</td>
<td>Ben R. Craig and Joachim G. Keller</td>
<td>60</td>
<td>The Empirical Performance of Option Based Densities of Foreign Exchange</td>
</tr>
<tr>
<td>February 28, 2002</td>
<td>Peter Backé, Jarko Fidrmuc, Thomas Reininger and Franz Schardax</td>
<td>61</td>
<td>Price Dynamics in Central and Eastern European EU Accession Countries</td>
</tr>
<tr>
<td>April 8, 2002</td>
<td>Jesús Crespo-Cuaresma, Maria Antoinette Dimitz and Doris Ritzberger-Grünwald</td>
<td>62</td>
<td>Growth, Convergence and EU Membership</td>
</tr>
<tr>
<td>May 29, 2002</td>
<td>Markus Knell</td>
<td>63</td>
<td>Wage Formation in Open Economies and the Role of Monetary and Wage-Setting Institutions</td>
</tr>
<tr>
<td>June 19, 2002</td>
<td>Sylvester C.W. Ejffinger (comments by: José Luis Malo de Molina and by Franz Seitz)</td>
<td>64</td>
<td>The Federal Design of a Central Bank in a Monetary Union: The Case of the European System of Central Banks</td>
</tr>
<tr>
<td>July 1, 2002</td>
<td>Sebastian Edwards and I. Igal Magendzo (comments by Luis Adalberto Aquino Cardona and by Hans Genberg)</td>
<td>65</td>
<td>Dollarization and Economic Performance: What Do We Really Know?</td>
</tr>
<tr>
<td>Date: July 10, 2002</td>
<td>Author: David Begg (comment by Peter Bofinger)</td>
<td>Page: 66</td>
<td>Title: Growth, Integration, and Macroeconomic Policy Design: Some Lessons for Latin America</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Date: July 15, 2002</td>
<td>Author: Andrew Berg, Eduardo Borensztein, and Paolo Mauro (comment by Sven Arndt)</td>
<td>Page: 67</td>
<td>Title: An Evaluation of Monetary Regime Options for Latin America</td>
</tr>
<tr>
<td>Date: July 22, 2002</td>
<td>Author: Eduard Hochreiter, Klaus Schmidt-Hebbel and Georg Winckler (comments by Lars Jonung and George Tavlas)</td>
<td>Page: 68</td>
<td>Title: Monetary Union: European Lessons, Latin American Prospects</td>
</tr>
<tr>
<td>Date: July 29, 2002</td>
<td>Author: Michael J. Artis (comment by David Archer)</td>
<td>Page: 69</td>
<td>Title: Reflections on the Optimal Currency Area (OCA) criteria in the light of EMU</td>
</tr>
<tr>
<td>Date: August 5, 2002</td>
<td>Author: Jürgen von Hagen, Susanne Mundschenk (comments by Thorsten Polleit, Gernot Doppelhofer and Roland Vaubel)</td>
<td>Page: 70</td>
<td>Title: Fiscal and Monetary Policy Coordination in EMU</td>
</tr>
<tr>
<td>Date: August 12, 2002</td>
<td>Author: Dimitri Boreiko (comment by Ryszard Kokoszczyński)</td>
<td>Page: 71</td>
<td>Title: EMU and Accession Countries: Fuzzy Cluster Analysis of Membership</td>
</tr>
<tr>
<td>Date: August 19, 2002</td>
<td>Author: Ansgar Belke and Daniel Gros (comments by Luis de Campos e Cunha, Nuno Alves and Eduardo Levy-Yeyati)</td>
<td>Page: 72</td>
<td>Title: Monetary Integration in the Southern Cone: Mercosur Is Not Like the EU?</td>
</tr>
<tr>
<td>Date: August 26, 2002</td>
<td>Author: Friedrich Fritzer, Gabriel Moser and Johann Scharler</td>
<td>Page: 73</td>
<td>Title: Forecasting Austrian HICP and its Components using VAR and ARIMA Models</td>
</tr>
<tr>
<td>Date: September 30, 2002</td>
<td>Author: Sebastian Edwards</td>
<td>Page: 74</td>
<td>Title: The Great Exchange Rate Debate after Argentina</td>
</tr>
<tr>
<td>Date: October 3, 2002</td>
<td>Author: George Kopits (comments by Zsolt Darvas and Gerhard Illing)</td>
<td>Page: 75</td>
<td>Title: Central European EU Accession and Latin American Integration: Mutual Lessons in Macroeconomic Policy Design</td>
</tr>
<tr>
<td>Date</td>
<td>Authors</td>
<td>Page</td>
<td>Title</td>
</tr>
<tr>
<td>--------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>October 10, 2002</td>
<td>Eduard Hochreiter, Anton Korinek and Pierre L. Siklos (comments by Jeannine Bailliu and Thorvaldur Gylfason)</td>
<td>76</td>
<td>The Potential Consequences of Alternative Exchange Rate Regimes: A Study of Three Candidate Regions</td>
</tr>
<tr>
<td>October 14, 2002</td>
<td>Peter Brandner, Harald Grech</td>
<td>77</td>
<td>Why Did Central Banks Intervene in the EMS? The Post 1993 Experience</td>
</tr>
<tr>
<td>October 21, 2002</td>
<td>Alfred Stiglbauer, Florian Stahl, Rudolf Winter-Ebmer, Josef Zweimüller</td>
<td>78</td>
<td>Job Creation and Job Destruction in a Regulated Labor Market: The Case of Austria</td>
</tr>
<tr>
<td>October 28, 2002</td>
<td>Elsinger, Alfred Lehar and Martin Summer</td>
<td>79</td>
<td>Risk Assessment for Banking Systems</td>
</tr>
<tr>
<td>November 4, 2002</td>
<td>Helmut Stix</td>
<td>80</td>
<td>Does Central Bank Intervention Influence the Probability of a Speculative Attack? Evidence from the EMS</td>
</tr>
<tr>
<td>June 30, 2003</td>
<td>Markus Knell, Helmut Stix</td>
<td>81</td>
<td>How Robust are Money Demand Estimations? A Meta-Analytic Approach</td>
</tr>
<tr>
<td>July 7, 2003</td>
<td>Helmut Stix</td>
<td>82</td>
<td>How Do Debit Cards Affect Cash Demand? Survey Data Evidence</td>
</tr>
<tr>
<td>July 14, 2003</td>
<td>Sylvia Kaufmann</td>
<td>83</td>
<td>The business cycle of European countries. Bayesian clustering of country-individual IP growth series.</td>
</tr>
<tr>
<td>July 21, 2003</td>
<td>Jesus Crespo Cuaresma, Ernest Gnan, Doris Ritzberger-Gruenwald</td>
<td>84</td>
<td>Searching for the Natural Rate of Interest: a Euro-Area Perspective</td>
</tr>
<tr>
<td>September 22, 2003</td>
<td>Burkhard Raunig</td>
<td>86</td>
<td>Testing for Longer Horizon Predictability of Return Volatility with an Application to the German DAX</td>
</tr>
<tr>
<td>May 3, 2004</td>
<td>Juergen Eichberger, Martin Summer</td>
<td>87</td>
<td>Bank Capital, Liquidity and Systemic Risk</td>
</tr>
<tr>
<td>Date</td>
<td>Authors</td>
<td>Page</td>
<td>Title</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------------------------------------</td>
<td>------</td>
<td>-------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>June 7, 2004</td>
<td>Markus Knell, Helmut Stix</td>
<td>88</td>
<td>Three Decades of Money Demand Studies. Some Differences and Remarkable Similarities</td>
</tr>
<tr>
<td>August 27, 2004</td>
<td>Martin Schneider, Martin Spitzer</td>
<td>89</td>
<td>Forecasting Austrian GDP using the generalized dynamic factor model</td>
</tr>
<tr>
<td>September 20, 2004</td>
<td>Sylvia Kaufmann, Maria Teresa Valderrama</td>
<td>90</td>
<td>Modeling Credit Aggregates</td>
</tr>
<tr>
<td>Oktober 4, 2004</td>
<td>Gabriel Moser, Fabio Rumlert, Johann Scharler</td>
<td>91</td>
<td>Forecasting Austrian Inflation</td>
</tr>
<tr>
<td>November 3, 2004</td>
<td>Michael D. Bordo, Josef Christl, Harold James, Christian Just</td>
<td>92</td>
<td>Exchange Rate Regimes Past, Present and Future</td>
</tr>
<tr>
<td>December 29, 2004</td>
<td>Johann Scharler</td>
<td>93</td>
<td>Understanding the Stock Market's Response to Monetary Policy Shocks</td>
</tr>
<tr>
<td>December 31, 2004</td>
<td>Harald Grech</td>
<td>94</td>
<td>What Do German Short-Term Interest Rates Tell Us About Future Inflation?</td>
</tr>
<tr>
<td>March 4, 2005</td>
<td>Stefania P. S. Rossi, Markus Schwaiger, Gerhard Winkler</td>
<td>96</td>
<td>Managerial Behavior and Cost/Profit Efficiency in the Banking Sectors of Central and Eastern European Countries</td>
</tr>
<tr>
<td>April 4, 2005</td>
<td>Ester Faia</td>
<td>97</td>
<td>Financial Differences and Business Cycle Co-Movements in A Currency Area</td>
</tr>
<tr>
<td>May 12, 2005</td>
<td>Federico Ravenna</td>
<td>98</td>
<td>The European Monetary Union as a Commitment Device for New EU Member States</td>
</tr>
<tr>
<td>July 11, 2005</td>
<td>Claudia Kwapil, Josef Baumgartner, Johann Scharler</td>
<td>100</td>
<td>The Price-Setting Behavior of Austrian Firms: Some Survey Evidence</td>
</tr>
<tr>
<td>Date</td>
<td>Authors</td>
<td>Paper Title</td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------------------------------------</td>
<td>------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>July 25, 2005</td>
<td>Josef Baumgartner,冯冬生 Glater, Fabio Rumler, Alfred Stiglbauer</td>
<td>How Frequently Do Consumer Prices Change in Austria? Evidence from Micro CPI Data</td>
<td></td>
</tr>
<tr>
<td>August 8, 2005</td>
<td>Fabio Rumler</td>
<td>Estimates of the Open Economy New Keynesian Phillips Curve for Euro Area Countries</td>
<td></td>
</tr>
<tr>
<td>September 19, 2005</td>
<td>Peter Kugler, Sylvia Kaufmann</td>
<td>Does Money Matter for Inflation in the Euro Area?</td>
<td></td>
</tr>
<tr>
<td>September 28, 2005</td>
<td>Gerhard Fenz, Martin Spitzer</td>
<td>AQM – The Austrian Quarterly Model of the Oesterreichische Nationalbank</td>
<td></td>
</tr>
<tr>
<td>October 25, 2005</td>
<td>Matthieu Bussiere, Jarko Fidrmuc, Bernd Schnatz</td>
<td>Trade Integration of Central and Eastern European Countries: Lessons from a Gravity Model</td>
<td></td>
</tr>
<tr>
<td>January 2, 2006</td>
<td>Michael D. Bordo, Peter L. Rousseau (comments by Thorvaldur Gylfason and Pierre Siklos)</td>
<td>Legal-Political Factors and the Historical Evolution of the Finance-Growth Link</td>
<td></td>
</tr>
<tr>
<td>January 4, 2006</td>
<td>Ignacio Briones, Andre Villela (comments by Forrest Capie and Patrick Honohan)</td>
<td>European Banks and their Impact on the Banking Industry in Chile and Brazil: 1862 - 1913</td>
<td></td>
</tr>
<tr>
<td>January 5, 2006</td>
<td>Jerome Sgard (comment by Yishay Yafeh)</td>
<td>Bankruptcy Law, Creditors’ Rights and Contractual Exchange in Europe, 1808-1914</td>
<td></td>
</tr>
<tr>
<td>January 9, 2006</td>
<td>Evelyn Hayden, Daniel Porath, Natalja von Westernhagen</td>
<td>Does Diversification Improve the Performance of German Banks? Evidence from Individual Bank Loan Portfolios</td>
<td></td>
</tr>
<tr>
<td>Date</td>
<td>Author(s)</td>
<td>Page</td>
<td>Title</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------------------------------------</td>
<td>------</td>
<td>-------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>January 18, 2006</td>
<td>Michele Fratianni, Franco Spinelli</td>
<td>112</td>
<td>Did Genoa and Venice Kick a Financial Revolution in the Quattrocento?</td>
</tr>
<tr>
<td></td>
<td>(comments by John Driffill and Nathan Sussman)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 23, 2006</td>
<td>James Foreman-Peck</td>
<td>113</td>
<td>Lessons from Italian Monetary Unification</td>
</tr>
<tr>
<td></td>
<td>(comment by Ivo Maes)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>February 9, 2006</td>
<td>Stefano Battilossi</td>
<td>114</td>
<td>The Determinants of Multinational Banking during the First Globalization, 1870-1914</td>
</tr>
<tr>
<td></td>
<td>(comments by Patrick McGuire and Aurel Schubert)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>February 13, 2006</td>
<td>Larry Neal</td>
<td>115</td>
<td>The London Stock Exchange in the 19th Century: Ownership Structures, Growth and Performance</td>
</tr>
<tr>
<td>March 14, 2006</td>
<td>Sylvia Kaufmann, Johann Scharler</td>
<td>116</td>
<td>Financial Systems and the Cost Channel Transmission of Monetary Policy Shocks</td>
</tr>
<tr>
<td>March 17, 2006</td>
<td>Johann Scharler</td>
<td>117</td>
<td>Do Bank-Based Financial Systems Reduce Macroeconomic Volatility by Smoothing Interest Rates?</td>
</tr>
<tr>
<td>March 20, 2006</td>
<td>Claudia Kwapil, Johann Scharler</td>
<td>118</td>
<td>Interest Rate Pass-Through, Monetary Policy Rules and Macroeconomic Stability</td>
</tr>
<tr>
<td>March 24, 2006</td>
<td>Gerhard Fenz, Martin Spitzer</td>
<td>119</td>
<td>An Unobserved Components Model to forecast Austrian GDP</td>
</tr>
<tr>
<td>April 28, 2006</td>
<td>Otmar Issing</td>
<td>120</td>
<td>Europe’s Hard Fix: The Euro Area</td>
</tr>
<tr>
<td></td>
<td>(comments by Mario Blejer and Leslie Lipschitz)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>May 2, 2006</td>
<td>Sven Arndt</td>
<td>121</td>
<td>Regional Currency Arrangements in North America</td>
</tr>
<tr>
<td></td>
<td>(comments by Steve Kamin and Pierre Siklos)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>May 5, 2006</td>
<td>Hans Genberg</td>
<td>122</td>
<td>Exchange-Rate Arrangements and Financial Integration in East Asia: On a Collision Course?</td>
</tr>
<tr>
<td></td>
<td>(comments by Jim Dorn and Eiji Ogawa)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>May 15, 2006</td>
<td>Petra Geraats</td>
<td>123</td>
<td>The Mystique of Central Bank Speak</td>
</tr>
</tbody>
</table>
May 17, 2006  Marek Jarociński  124  Responses to Monetary Policy Shocks in the East and the West of Europe: A Comparison